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The tables in this appendix address each relevant section of the Preferred Reporting Items for Systematic 
Reviews and Meta-Analysis for Protocols (PRISMA-P; Moher et al. 2015) and the methods section of the 
PRISMA for Complex Interventions (PRISMA-CI; Guise et al. 2017b). These two checklists were 
developed by experts in systematic review methods to encourage research teams that conduct systematic 
reviews to engage in transparent, accurate, and comprehensive reporting of their review protocols. 

Exhibit A.1. PRISMA-P elements 

Element Explanation 
Section 

addressing 

1a Title The title of this report is HomVEE Draft Handbook of 
Procedures and Evidence Standards. The title implies it is a 
systematic review handbook. The first sentence of the main 
text also states its relevance to a systematic review.  

Front matter 

1b Update This protocol updates standards and procedures guidance 
work previously published by HomVEE. 

Chapter I, Section A 

2 Registry This review was not prospectively registered. Not applicable 

3a Contact Contact information appears on the title page, and 
stakeholders may contact the team through the website: 
https://homvee.acf.hhs.gov/. 

Front matter 

3b Contributions The ordering of the authors provides information on the 
relative contributions of each. Sama-Miller, as project 
director, is the guarantor of this work.  

Front matter 

4 Amendments Version 2 amends original procedures and standards, 
including revisions specified in a pair of Federal Register 
notices: 
https://www.federalregister.gov/documents/2020/08/05/2020-
17001/revised-procedures-and-standards-home-visiting-
evidence-of-effectiveness-homvee-review 

https://www.federalregister.gov/documents/2020/08/05/2020-
16992/updated-defintions-rules-and-procedures-related-to-
model-versions-home-visiting-evidence-of 

(These Federal Register notices are also available on the 
HomVEE website.) 

Chapter I, Section A 

5a Sources This work was funded by the Office of Planning, Research, 
and Evaluation (OPRE), within the Administration for 
Children and Families (ACF), U.S. Department of Health and 
Human Services (HHS).  

Front matter, Chapter I 

5b Sponsor This work was funded by OPRE, within ACF, HHS in 
partnership with HRSA. 

Front matter, Chapter I 

5c Role of sponsor or 
funder 

Staff from ACF and the Health Resources & Services 
Administration within HHS collaborated to develop content 
for and provide feedback on this protocol, and OPRE 
approved the draft. In 2009, an interagency work group of 
HHS staff helped shape the scope of the review. ACF, with 
input from HRSA, decides which home visiting models are 
prioritized for review each year. 

Chapters I through III 
and Appendix B  

6 Rationale To help policymakers, program administrators, model 
developers, researchers, and the public identify well-

Chapter I 

https://homvee.acf.hhs.gov/
https://www.federalregister.gov/documents/2020/08/05/2020-17001/revised-procedures-and-standards-home-visiting-evidence-of-effectiveness-homvee-review
https://www.federalregister.gov/documents/2020/08/05/2020-17001/revised-procedures-and-standards-home-visiting-evidence-of-effectiveness-homvee-review
https://www.federalregister.gov/documents/2020/08/05/2020-17001/revised-procedures-and-standards-home-visiting-evidence-of-effectiveness-homvee-review
https://www.federalregister.gov/documents/2020/08/05/2020-16992/updated-defintions-rules-and-procedures-related-to-model-versions-home-visiting-evidence-of
https://www.federalregister.gov/documents/2020/08/05/2020-16992/updated-defintions-rules-and-procedures-related-to-model-versions-home-visiting-evidence-of
https://www.federalregister.gov/documents/2020/08/05/2020-16992/updated-defintions-rules-and-procedures-related-to-model-versions-home-visiting-evidence-of
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Element Explanation 
Section 

addressing 

designed research and understand which early childhood 
home visiting models are effective. One critical use of 
HomVEE results is to identify evidence-based models, a key 
requirement of eligibility for implementation with Maternal, 
Infant, and Early Childhood Home Visiting (MIECHV) 
Program funding.61   

7 Objective This review seeks to summarize whether early childhood 
home visiting models for pregnant women and families with 
children from birth through age 5 are effective at improving 
outcomes in eight domains (see element 13). 

Chapter I 

8 Eligibility criteria Research is eligible unless it is screened out for one of the 
following reasons: 
• The manuscript examines a home visiting model in a 

mandatory setting. 
• Home visiting was not the primary service delivery 

strategy studied in the intervention. (Models that provide 
services primarily in centers, with supplemental home 
visits, are excluded.) 

• The study that the manuscript examines did not use an 
eligible design (randomized controlled trials, quasi-
experimental designs [single case, regression 
discontinuity and non-experimental comparison group],; 
see Chapter III). 

• The manuscript did not report results for an eligible 
target population: pregnant women or families with 
children whose ages range from birth to kindergarten 
entry (that is, up through age 5), and who are served in 
a developed-world context.62 

• The manuscript did not examine any findings in 
HomVEE’s eight eligible outcome domains (listed in 
Exhibit I.1). 

• The manuscript did not examine a home intervention. 
• The manuscript was not published in English.  
• The study was published more than 20 years ago, 

unless it was submitted to the call for research or has 
already been reviewed by HomVEE.63  

• The manuscript did not present findings from primary 
research. 

Chapter II 

 
61 For the purposes of the HomVEE review, this handbook uses the term “evidence-based model” to refer 
specifically to a model that meets HHS criteria developed based on statutory requirements in the authorizing 
legislation for the MIECHV Program. HomVEE recognizes that other systematic reviews may use different criteria 
to evaluate evidence of effectiveness. Thus, an evidence-based model in the context of HomVEE might or might not 
meet requirements for evidence of effectiveness according to other systematic reviews. 
62 HomVEE applies the term “developed-world context” to studies in countries that had high incomes in the year the 
manuscript was published, according to the World Bank Indicators list (World Bank 2020). For unpublished 
manuscripts, HomVEE will use the year the manuscript was submitted to the call for research. 
63 For models prioritized in 2018 and earlier, HomVEE also did a focused search reaching back to 1979. Because so 
few manuscripts published before 1979 related to models prioritized in recent years, starting with the 2019 review 
HomVEE limited the focused search to manuscripts reaching back to 1989 or later. 
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Element Explanation 
Section 

addressing 

    For HomVEE, research evaluating the impact of a model 
feature or features is generally ineligible for review (see 
Exhibit III.1 for examples). 

  

9 Information sources The review draws on database searches and a call for 
research.  

Chapter II 

10 Search strategy The review used a modified version of the Peer Review of 
Electronic Search Strategies (PRESS) method (McGowan et 
al. 2016) to refine the database search terms in Exhibit II.2. 

Chapter II, Section A 

11a Data management The review uses a pair of databases (RefWorks and 
SharePoint) to catalog manuscripts and their corresponding 
studies as a management tool to track the literature search, 
screening, and review process. 

Chapter II, Section A 

11b Selection process HomVEE uses a multi-stage screening and prioritization 
process, and two reviewers examine each study.  

Chapter II, Section A 

11c Data collection process Data are recorded using a template based on that previously 
used by the What Works Clearinghouse, and by the 
HomVEE team under its initial standards, with updates to 
capture details needed for the new standards defined in this 
Handbook. HomVEE staff will conduct author queries to 
gather information not reported in the study. 

Chapter II, Section B 

12 Data items Team members collect data at the manuscript, finding, and 
model levels. 

Chapter II, Sections B 
and C 

13 Outcomes and 
prioritization 

HomVEE examines findings for outcomes in eight domains: 
child development and school readiness; child health; family 
economic self-sufficiency; linkages and referrals; maternal 
health; positive parenting practices; reductions in child 
maltreatment; and reductions in juvenile delinquency, family 
violence, and crime 

Chapter III, Section A 

14 Risk of bias in 
individual studies 

Studies and findings are assigned an effectiveness rating 
based on several criteria, according to study design. 
Findings without sufficient causal validity will not be reported. 

Chapter III, Sections B 
and C 

15 Synthesis  Studies are grouped by home visiting model, and findings 
are summarized by model, qualitatively, by applying HHS 
criteria that designate which models are evidence based 
according to the quantity and type of favorable (statistically 
significant) findings.  

Chapter II, Sections B 
and C 

16 Meta-bias HomVEE does not conduct meta-analyses nor assess meta-
bases.  

Not applicable 

17 Confidence in 
cumulative evidence 

The confidence in the evidence on each model will be 
summarized according to criteria defined by HHS for an 
evidence-based home visiting model. 

Chapter II, Section B 

Note: This exhibit follows Moher et al. (2015). 
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Exhibit A.2. PRISMA-CI methods elements not discussed in PRISMA-P 

Element Explanation Section addressing 

11a Pathway complexity This element (the presence of “complicated/multiple causal 
pathways, feedback loops, synergies, mediators, and 
moderators of effect” – Guise et al. 2017, p. 53) will vary 
across models. Therefore, HomVEE does not present an 
overall “analytic framework, causal pathway, or other 
graphical representation of the chain of evidence to 
illustrate the complexity of the causal pathway” (Ibid). 

Not applicable 

11b Intervention complexity This element varies across models and will be elaborated in 
an implementation report for each reviewed model. In these 
reports, HomVEE will detail available information on 
intervention components; the expected and actual 
frequency, duration, and intensity of service receipt; and the 
staff involved in service receipt. 

Chapter II, Section C 

11c Population complexity Manuscripts examining pregnant women and families with 
children from birth through age 5 are eligible for review if 
they meet other screening criteria. Each manuscript review 
further documents population characteristics. 

Chapter I, Chapter II 
Section C 

11d Implementation 
complexity 

This element varies vary across models and will be 
elaborated in an implementation report for each reviewed 
model. In these reports, HomVEE will detail available 
information on key implementation drivers. 

Chapter II, Section C 

11e Contextual complexity This element varies across models and studies and will be 
elaborated on in an implementation report for each 
manuscript rated moderate or high, and for each 
manuscript focused on an implementation study. In these 
reports, HomVEE will detail available information on the 
location of service receipt and local context.  

Chapter II, Section C 

11f Timing Services can occur for any length of time; however, the 
review focuses attention for newly reviewed research on 
manuscripts published in the past 20 years (applying a 
rolling window to each annual review cycle). 

Chapter II, Section A 

13 Summary measures HomVEE reports effect sizes for each finding and average 
effect sizes by outcome domain and intervention. 

Chapter II, Section C 

14 Synthesis of results Manuscripts are grouped into models and findings are 
summarized by model. Then, HomVEE reports all findings 
for a model and its related versions side by side.  

Chapter II, Section C 

Note:  This exhibit follows Guise et al. (2017). 
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This appendix is organized by HomVEE outcome domain. For each domain, the appendix first lists 
measurement considerations. Then, it lists categories of outcomes, and sometimes specific measures of 
those outcomes, that HomVEE will categorize into each domain. When an assessment has scale or 
subscale scores that relate to several HomVEE domains, HomVEE usually places all outcomes and scales 
related to the assessment into a single domain. This eliminates the risk of individual subscale scores 
influencing the overall score, which would create unintended consequences for applying HHS criteria. An 
exception to this rule is assessments that have multiple scales but no overall score (such as the Protective 
Factors Survey). In that case, HomVEE sorts each scale into the domain to which it belongs. For each 
category or measure, it also specifies whether (or, under what circumstances) HomVEE considers the 
outcome to be assessable at baseline for the analyzed sample of families.  

To develop these guidelines, HomVEE developed working decision rules for each domain and sorted 
categories of outcomes HomVEE had already seen to date. The contractor then took additional steps to 
confirm the guidelines. The process included examining documentation and validation studies from 
measure developers for applicable outcomes, identifying when and how some measures had been used in 
the past, and consulting with subject matter experts (SMEs) employed by the contractor that included a 
developmental psychologist and a pediatrician. Reviewers consult project leadership, SMEs, and HHS 
staff for guidance on outcomes not listed here, especially on measures that are very specific or highly 
technical.  

A. Child development and school readiness 

Outcomes in this domain include the child’s social behaviors, attachment to a parent or caregiver, social-
emotional or psychological development, and cognitive and academic development. Outcome measures in 
this domain include direct child assessments, reviews of school records, direct observations of children’s 
behavior, and parent and teacher reports on standardized measures. Other outcome measures include 
parent and teacher reports on measures that are not standardized.  

Note: If a parent or child reported that the child ran away from home, that measure would be reported in 
this domain. However, if the information were drawn from child welfare records, that measure would be 
listed under the reductions in child maltreatment domain. 

1. Measurement considerations 

Child mental and behavioral health belong in this domain. HomVEE categorizes measures of 
children’s mental and behavioral health in the child development and school readiness domain, in contrast 
to the measures of physical health that are reported in the child health domain. 

Formal, center-based child care. HomVEE categorizes measures of attendance at formal, center-based 
care in early childhood in this domain, and categorizes the direction of statistically significant impacts on 
such measures as having ambiguous direction. 

Categorizing runaway information. If a parent or child reports that the child ran away from home, that 
measure would be reported in this domain. In contrast, if a child running away is information drawn from 
child welfare records, that measure would be listed under the reductions in child maltreatment domain. 

Categorizing attachment measures. Attachment between parent and child is a dyadic concept that does 
not map precisely to one single outcome domain HomVEE focuses on, as specified in MIECHV 
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authorizing statute.64

64 Social Security Act, Section 511 [42 U.S.C. 711] 

 Therefore, if a measure of attachment examines child behavior, HomVEE places it 
in the child development and school readiness domain. Examples include attachment to the caregiver 
during infancy, engagement in a difficult task during toddler years, problem behaviors, and inhibitory 
control. In contrast, HomVEE places attachment measures that examine caregiver behavior (such as 
sensitivity and nurturance), as well as measures that are truly dyadic (such as the Dyadic Coercive 
Interactions measure in the Relationship Affect Coding System), in the positive parenting practices 
domain.  

2. Guidelines on baseline assessability for eligible measures 

Outcomes in the child development and school readiness domain are not assessable at baseline if any 
participants in the sample or subgroup being analyzed enroll prenatally. Given the age range (birth 
through five years) of children who are the focus of research HomVEE reviews, some outcomes in this 
domain will never be assessable at baseline (Table B.3). Other outcomes may be assessable at baseline if 
the entire analysis sample for a finding enrolls after the focal child’s birth, if that sample is also entirely, 
at baseline, between the youngest and oldest ages within which outcome measure is assessed (Table B.4). 

Table B.1. Child development and school readiness outcome measures considered unassessable 
at baseline by HomVEE 

Outcome measure Rationale for deeming measure unassessable at baseline 

Academic attendance, performance, 
individualized instruction measures, 
and discipline 

Not applicable for children before kindergarten entry. Includes:  
• School attendance or absence;  
• Focal child’s attainment of high school diploma or GED; academic self-

image measure, delayed entry into school; grade retention or placement; 
grade point average or course grade; Metropolitan Achievement Test; 
Metropolitan Readiness Test; Peabody Individual Achievement Test; 
Stanford Early Achievement Test; Test of Early Reading Ability; 

• Receipt of special education, remedial, or therapeutic services 
• Sent to principal’s office 

Achenbach Youth Self Report of 
Problem Behaviors, including 
internalizing and externalizing 
behaviors 

Not measured for infants, toddlers, or preschool age children (but, other 
assessments of internalizing and externalizing behaviors are appropriate for 
younger children). 

Antisocial Process Screening Device 
(APSD) 

Measured for children ages 6 to 13 years 

Child Behavior Rating Scale (CBRS) Measured for children ages 6 through 18 years 

Child ran away from home (parent or 
child reported) 

Not generally asked or recorded for children ages 5 years or younger 

Child’s risky behavior as youth or 
juvenile (including sexual behavior, 
parenting as a teen, substance use) 

Not generally asked or recorded for children ages 5 years or younger 

Halstead-Reitan Neuropsychological 
Test Battery 

Measured for children ages 5 to 16 years 

Kerns Security Scale Measured for children age 6 years and older 
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Table B.2. Baseline assessability of other outcome measures in HomVEE’s child development and 
school readiness domain 

Measurement concept 
Youngest age to 

assess Oldest age to assess 
Psychosocial development 
Attachment     

Attachment Q-Set Scale (AQS) 1 year old 5 years old 
Strange Situation Procedure 9 months 18 months 

Socio-emotional/psychological development, behavior, and mental health 
Achenbach Child Behavior Checklist (CBCL), including 
internalizing and externalizing behaviors 

18 months 18 years old 

Adaptive Social Behavior Inventory (ASBI) 3 years old 5 years old 
Behavior Assessment System for Children (BASC)-2, 
including internalizing and externalizing behaviors 

2 years old 25 years old 

Child Behavior Questionnaire (CBQ) inhibitory control 3 years old 7 years old 
Child’s crying and irritability 3 days  6 months 
Emotion Regulation Checklist 3 years old 11 years old 
Eyeberg Child Behavior Inventory (ECBI) 2 years old 16 years old 
Fussiness Rating Scale Birth 1 year old 
Hightower Teacher-Child Rating Scale (HTC) Pre-K  3rd grade 
Infant-Toddler Social and Emotional Assessment (ITSEA), or 
Brief ITSEA (BITSEA)  

1 year old 3 years old 

Infant Temperament Questionnaire (ITQ) Birth 36 months 
Mastery motivation 15 months  30 months 
Physiologic measures of regulation and stress response 
(such as skin conductance level and respiratory sinus 
arrhythmia) 

Request SME guidance 
about age for the specific 
measure 

Request SME guidance 
about age for the specific 
measure 

Social Skills Rating System (SSRS) 3 years old 18 years old 
Cognitive development 

Language development     

Bracken Basic Concept Scale (BBCS-R) 3 years old 6 years old and 11 months 
Expressive One-Word Picture Vocabulary Test 2 years old 80+ years old 
Fluharty-2 Preschool Speech and Language 3 years old 6 years old and 11 months 
Language Acquisition Quotient-Zimmerman Preschool 
Language Scale  

Birth  6 years old and 11 months 

MacArthur Communicative Development Inventory (CDI) 8 months  37 months 
MacArthur Story Stem Battery (MSSB)  3 years old 7 years old 
Peabody Picture Vocabulary Test (PPVT) 2 years old and 6 

months 
90 years old 

Woodcock-Johnson Tests of Achievement (WJ-III, WJ-IV 
Oral Language, WJ-Cognitive Oral Vocabulary and Picture 
Recognition)  

2 years old 80 years old 

Other cognitive development (some assessments include physical development items) 
Ages & Stages Questionnaire (ASQ) 1 month 5.5 years 
Bayley Scales of Infant Development (BSID) 1 month 42 months 
Cooperative Preschool Inventory (CPI) also includes 
social behavior components 

3 years old 6 years old 

Denver Developmental Screening Tests Birth 6 years old 
Developing Skills Checklist 4 years old End of kindergarten 
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Measurement concept 
Youngest age to 

assess Oldest age to assess 
Developmental Profile II (DPII) Birth 12 years old and 11 

months 
Kaufman Assessment Battery for Children (ABC) 3 years old 18 years old 
Leiter International Performance Scale–Revised 3 years old 75+ years old 
Stanford-Binet Intelligence Test 2 years old 85+ years old 
Wechsler Preschool and Primary Scale of Intelligence 
(WPPSI) 

2 years old and 6 
months 

7 years old and 7 months 

SME= subject matter expert. 

B. Child health 

Measures of a child’s growth, physical health, and use of health services (such as immunizations) are all 
included in this domain. Outcome measures in this domain are birth outcomes and counts of health care 
service use, which are extracted from medical records. Other outcome measures in this domain are based 
on parent reports about children’s health and use of health care services. It is also important to note that 
some unfavorable or ambiguous outcomes, such as number of days hospitalized, may be due to increased 
access to health care. In other words, families’ participation in the home visiting program may have 
increased the likelihood that they would receive needed health care services. 

1. Measurement considerations 

Diet and feeding measures belong in this domain. One related outcome, the Breastfeeding Self-
Efficacy Scale, belongs in the positive parenting practices domain instead because it measures the 
parent’s attitudes. 

Child mental and behavioral health do not belong in this domain. HomVEE categorizes measures of 
children’s mental and behavioral health in the child development and school readiness domain, in contrast 
to the measures of physical health that are reported in the child health domain. 

Health care encounters due to injuries and ingestions do not belong in this domain. Most health care 
encounters for children belong in the child health domain. However, health care encounters that may 
occur specifically as a result of child maltreatment, such as treatment for injuries or ingestions, are placed 
in the reductions in child maltreatment domain.  

Health insurance coverage does not belong in this domain. HomVEE places access to health 
insurance, for both the child and mother, in the family economic self-sufficiency domain.  

2. Guidelines on baseline assessability for eligible outcomes 

Outcomes in the child health domain generally are not assessable at baseline if any participants in the 
sample or subgroup being analyzed enroll prenatally. The exception is measures of prenatal health of the 
focal child. Given the age range (birth through age 5 years) of children who are the focus of research 
HomVEE reviews, some outcomes in this domain will never be assessable at baseline (Table B.1). Other 
outcomes may be assessable at baseline if the entire analysis sample for a finding enrolls after the focal 
child’s birth, and if that sample is also entirely, at baseline, between the youngest and oldest ages within 
which the outcome measure is assessed (Table B.2). The highly specific nature of some child health 
measures means that HomVEE will consult an SME, such as a pediatrician or other physician for 
additional guidance as needed. 
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Table B.3. Child health outcome measures considered unassessable at baseline by HomVEE 

Outcome measure 
Rationale for deeming measure unassessable at 

baseline 

Birth outcome measures (weight, length, Apgar 
score, gestational age) 

These are one-time measures that could not be assessed at 
both baseline and follow-up. 

Infant or child mortality Families in this situation would leave the home visiting 
evaluation. 

Table B.4. Baseline assessability of other outcome measures in HomVEE’s child health domain 

Measurement concept Youngest age to assess 
Oldest age to 

assess 

Growth and weight     

Child’s weight for age, as percentile or Z score 2 months 18 years 

Child’s length for height, as percentile or Z score 2 months 18 years 

Child’s BMI, as percentile or Z score 2 years 18 years 

Physical health      

Child’s physical illness (acute) Birth 18 years 

Child’s prenatal health problem Prenatal Prenatal 

Child health problems (chronic)  As young as birth, but depends on the 
problem being measured; request 
SME guidance 

18 years 

Specific health indicators (cotinine levels, cortisol 
levels, telomere length) 

Request SME guidance, including on 
period of potential primary exposure 
(including prenatal and postnatal) 
versus secondary 

Request SME guidance 

Health services usage      

Child’s immunizations Request SME guidance because age-
dependent, but generally age 2 years 

18 years 

Well child check-ups Within a few days of birth 18 years 

Use of health services, including general 
hospital/emergency services for child (not specific 
to injury/ingestion) 

As young as birth, but depends on the 
problem being measured; request 
SME guidance 

18 years 

Other child health measures     

Parent’s choices in feeding child: Breastfeeding, 
formula, or water 

Birth 12 months 

Pediatric Quality of Life Inventory 2 years 18 years 

Parent’s choices in feeding child: Juices or solid 
foods  

Generally, 3 to 6 months, but request 
SME guidance 

18 years 

Note:  SME= Subject Matter Expert 
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C. Family economic self-sufficiency 

Outcomes in this domain measure a family’s economic well-being, including income and earnings, 
receipt of means-tested public assistance, and access to resources such as housing and transportation. The 
family economic self-sufficiency outcomes also measure employment and educational enrollment or 
attainment, as well as other sources of support, such as child support from a noncustodial parent. 
Measures of the mother’s partnership status (married, cohabiting, and so on) are ineligible for review. 
Outcome measures in this domain include measures of public assistance receipt that are based on 
government administrative records and maternal self-reports of service receipt and economic outcomes. 

1. Measurement considerations 

Primary caregiver and overall household economic well-being outcomes belong in this domain. 
These include primary caregivers’ educational attainment and enrollment, and their income and earnings. 
Eligible outcomes also include overall household income, access to transportation, other sources of 
financial support such as child support from a noncustodial parent, and receipt of means-tested public 
assistance.65

65 The favorability of positive or negative findings in this area can depend on context or other factors. In some cases, 
the HomVEE team will confer with subject matter experts to determine whether a finding is favorable, or 
unfavorable or ambiguous. 

 By extension, including measures of the father’s or mother’s current partner’s 
socioeconomic status (such as that person’s education, employment, or earnings), are ineligible for review 
unless (1) the manuscript reports these same outcomes for the mother as well and (2) the father or partner 
is coresident (so that HomVEE can assess the overall situation of the household). 

In-kind support that the primary caregiver received is categorized in this domain, whereas 
social/emotional support to the mother belongs in the maternal health domain. HomVEE generally 
characterizes more support as favorable.66

66 The favorability of positive or negative findings in this area can depend on context or other factors. In some cases, 
the HomVEE team will confer with subject matter experts to determine whether a finding is favorable, or 
unfavorable or ambiguous. 

 

Measures of the mother’s partnership status (married, cohabiting, and so forth) are not eligible for 
review, because they are not clear indicators of family economic self-sufficiency.  

2. Guidelines on baseline assessability for eligible outcomes 

Eligible outcomes in this domain (listed below) are assessable at baseline unless they can only be assessed 
after the focal child has been born (denoted in the list below in italics with an asterisk*).  

• Economic well-being measures 

− Household income 

− Earnings of primary caregiver 

− Poverty level according to federal thresholds 

− Other socioeconomic measures 
o International socioeconomic measures (for example, Elley-Irving Socio-Economic Index)  
o Neighborhood Disadvantage Index 
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o Hollingshead Four Factor Index of Socioeconomic Status  
o Food insecurity  

− Employment status, duration for primary caregiver 

− Income, earnings, or education of child’s father or mother’s current partner only if the manuscript 
also reports findings about the same outcomes for the mother and the father or partner is 
coresident (that is, the study results approximate the overall situation of the household).  
o Although these outcomes are assessable at baseline, fathers also must reside with the child in 

order to use father’s SES measures to establish baseline equivalence when HomVEE reviews 
the study, and other criteria about establishing baseline equivalence also apply, as described 
in Exhibit III.11 of the handbook.  

• Education or training enrollment or attainment for primary caregiver 

• Means-tested assistance measures for household or focal child67  

− Temporary Assistance for Needy Families (TANF) 

− Supplemental Nutrition Assistance Program (SNAP)  

− *Special Supplemental Nutrition Program for Women, Infants, and Children (WIC) 
• Health insurance measures 

− Medicaid 

− *Children’s Health Insurance Program 

− *Child’s health insurance status 

− Mother’s health insurance status 
• *Child support (from noncustodial parent) 

• In-kind support from family, such as helping mother to provide child care  

• Family resources 

− Housing or homelessness 

− Transportation access 

− Family Resources Scale 

67 The favorability of positive or negative findings in this area can depend on context or other factors. In some cases, 
the HomVEE team will confer with subject matter experts to determine whether a finding is favorable, or 
unfavorable or ambiguous. 

D. Linkages and referrals 

These measures assess whether the home visiting model has referred a family to services such as early 
intervention, child care, or public benefit programs. Outcome measures in this domain include reviews of 
home visitor, medical, or school records for indications that the child or family had received a referral to 
other services in the community, as well as parent reports of receiving a referral and being aware of other 
services in the community. 

For this domain only, HomVEE includes outcomes measured at the provider and family levels. For 
example, HomVEE would include the number of referrals that a home visitor or other service provider 
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gave to families. This is consistent with the benchmark areas in the MIECHV authorizing statute, which 
include coordination and referrals for other community resources and supports. 

1. Guidelines on baseline assessability for eligible outcomes 

Outcomes in the linkages and referrals domain are not assessable at baseline because referrals, for many 
home visiting interventions, are a direct service of the intervention and are not logical to measure before 
services have begun. Eligible outcomes include the following: 

• Referral to parent’s education-related, vocational or employment-related services 

• Referral to public benefit programs 

• Referral to medical services  

• Referral to mental health services  

• Referral for early intervention or to services for child’s disability 

• Referral for child’s education-related services 

• Referral for child care services 

• Referral to services for immigrants 

Outcomes in this domain also include measures of linkages of study participants to resources in their 
communities (for example, what resources participants knew about or accessed), even if those linkages 
are indirect rather than the specific result of a referral by a home visitor or other service provider.  

E. Maternal health  

Maternal health involves the mother’s health status (during or after pregnancy), including mental and 
behavioral health, stress levels, health-related habits such as nutrition and sexual health, and measures of 
social support and other protective factors. Outcome measures in this domain include health care service 
receipt outcomes, which are extracted from medical records, as well as standardized and unstandardized 
parent self-report measures.  

1. Measurement considerations 

Maternal health involves the mother’s health status (during or after pregnancy), including mental 
and behavioral health, stress, and health-related habits such as nutrition and sexual health. Receipt of 
health services is in this domain; the mother’s health insurance status is in the family economic self-
sufficiency domain. 

Social/emotional support to the mother belongs in this domain, whereas in-kind support that the 
primary caregiver received is in the family economic self- sufficiency domain. HomVEE generally 
characterizes more support as favorable.68 

 
68 The favorability of positive or negative findings in this area can depend on context or other factors. In some cases, 
the HomVEE team will confer with subject matter experts to determine whether a finding is favorable, or 
unfavorable or ambiguous. 
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2. Guidelines on baseline assessability for eligible outcomes 

Outcomes in the maternal health domain are always assessable if they measure a general aspect of 
women’s health (such as a mother’s substance use) that is not contingent upon pregnancy, parenthood or 
the birth/presence of a child. Outcomes that are contingent upon the birth of a child are not assessable at 
baseline if families are enrolled in the study before the birth of the focal child. Table B.5 provides details 
on baseline assessability in each case. 

Table B.5. Baseline assessability of outcome measures in HomVEE’s maternal health domain 

    
Assessable at baseline when 

family enrolled… 

Outcome measure Description and notes 

…during the 
mother’s 

pregnancy 

…at or after 
focal child’s 

birth 
Mother’s physical health 
Maternal receipt of general 
health services 

Measures may include number and 
frequency of visits with a provider for 
general physical and behavioral health 
services.  
Note: Measures of mother’s health 
insurance status instead belong in the 
family economic self-sufficiency 
domain (see next section for discussion 
of measures of prenatal care). 

Yes Yes 

Health status during pregnancy  Includes maternal receipt of prenatal 
services; mother’s gestational health 
status, and specific diagnoses 
measured in pregnancy (such as 
gestational diabetes); and the 
Pregnancy Risk Assessment 
Monitoring System (PRAMS) 

Yes No, except 
perhaps PRAMS 
(which can be 
assessed shortly 
after birth) 

Birth outcomes One-time measures of the mother’s 
health at birth, including maternal 
mortality 

Not applicable No 

Pregnancies, births, 
miscarriages, or abortions after 
the birth of the focal child 

The favorability of positive or negative 
findings in this area can depend on 
context or other factors. In some cases, 
the HomVEE team will confer with 
subject matter experts to determine 
whether a finding is favorable, or 
unfavorable or ambiguous. 

No No 

Mother’s mental health, behavioral health, and habits 

Depression and anxiety Includes Center for Epidemiologic 
Studies - Depression (CES-D) 
assessment 

Yes, unless measure 
is specific to 
postpartum mood 
disorders 

Yes 

Diet and nutrition   Yes Yes 

Maternal mastery/self-
esteem/empowerment/self-
efficacy/resiliency 

Includes Family Crisis Oriented 
Personal Evaluation Scales (F-
COPES) 

Yes Yes 
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Assessable at baseline when 

family enrolled… 

Outcome measure Description and notes 

…during the 
mother’s 

pregnancy 

…at or after 
focal child’s 

birth 

Mental health assessments Includes Composite International 
Diagnostic Interview (CIDI) assessment 
for mental disorders and Mental Health 
Inventory (MHI), and Structured Clinical 
Interview for Diagnostic and Statistical 
Manual (SCID), and assessments of 
internalizing and externalizing 
behaviors 

Yes Yes 

Problem Oriented Screening 
Instrument for Teenagers 
(POSIT)  

Assumes the teenagers being 
assessed are mothers in the home 
visiting program (if they are children 
formerly served by a home visiting 
model, this is a child health measure) 

Yes Yes 

Sexual health   Yes Yes 

Substance use Includes alcohol, cigarettes, and drugs Yes Yes 

Maternal stress Includes Parenting Stress Index (PSI) 
and Perceived Stress Scale (PSS) 

Yes, for measures 
not restricted to 
parents 

Yes, PSI is 
assessable as 
soon as child is 
are 1 month old 

Maternal social support, coping 
skills, and protective factors 

Includes Community Life Skills Scale 
(CLSS), Inventory of Socially 
Supportive Behaviors (ISSB) Maternal 
Social Support Index (MSSI), 
Protective Factors Survey (PFS), 
Social Provision Scale  

Yes Yes 

F. Positive parenting practices 

Outcomes in this domain include knowledge of child development, safety practices, supportive behavior 
and engagement with the child, promotion of learning and child development, disciplinary practices, and 
general parenting practices such as bedtime routines. Outcome measures in this domain include 
observational measures of parent-child interactions or the home environment. For some measures, parent-
child interactions are videotaped and then coded at a later time. For others, live coding is completed 
during an observation of the parent and child in the home environment. Many studies also use outcome 
measures based on parent self-reports of parenting attitudes and practices.  

1. Measurement considerations  

Categorizing attachment measures. Attachment between parent and child is a dyadic concept that does 
not map precisely to one single outcome domain HomVEE focuses on, as specified in statute. Therefore, 
HomVEE places attachment measures that examine caregiver behavior (such as sensitivity and 
nurturance), as well as measures that are truly dyadic (such as the Dyadic Coercive Interactions measure 
in the Relationship Affect Coding System), in the positive parenting practices domain. In contrast, if a 
measure of attachment examines child behavior, HomVEE places it in the child development and school 
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readiness domain. Examples include attachment to the caregiver during infancy, engagement in a difficult 
task during toddler years, problem behaviors, and inhibitory control. 

2. Guidelines on baseline assessability for eligible outcomes 

Outcomes in the positive parenting practices domain generally are not assessable at baseline if the 
measure presumes the presence of a child, such as in a measure of parent-child interaction. If the family 
enrolls after the birth of the focal child, most parenting outcomes are assessable at baseline if that sample 
is also entirely, at baseline, within the youngest and oldest ages assessable by that measure (Table B.6, 
last column). The highly specific nature of some parenting measures means that HomVEE will consult an 
SME, such as a psychologist or child development expert, for additional guidance as needed. 

Outcomes that are measured only once (such as the D.O.T.S Emotion Coding System, which was 
developed to be administered when children are age 24 months and was not tested with other ages) are not 
assessable at baseline because it would not be possible to assess the outcome at both baseline and follow-
up.  

Table B.6. Baseline assessability of outcome measures in HomVEE’s positive parenting practices 
domain 

Outcome 

Assessable during 
pregnancy, about focal 

child  

Assessable only after focal 
child’s birth (for specific 

baseline child age) 
Knowledge of child development 
Knowledge of Infant Development Inventory 
(KIDI) 

Yes, during third trimester Yes (until age 2 years) 

Parent Development Interview-Revised (PDI) No Yes (beginning in infancy) 
Toddler Care Questionnaire (TCQ) No Yes (12 through 36 months) 
Parenting safety and home environment 
General home environment and safety Yes Yes 
Home Observation for Measurement of the 
Environment (HOME) 

No Yes (beginning at birth) 

Safe sleep practices  Knowledge about practices: 
Yes, during third trimester 
Implementation of practices: 
No 

Yes (birth through 12 months) 

Family Environment Scale (FES) Yes Parent or family member older 
than 11 is respondent  

Parent’s engagement with child and supportive behavior  
Atypical Maternal Behavior Instrument for 
Assessment and Classification (AMBIANCE) 

No Yes (ages 12 through 24 months; 
adapted AMBIANCE can be 
measured as young as 4 months) 

Nursing Child Assessment Teaching Scale  No Yes (birth to 3 years) 
Keys to Interactive Parenting Scale (KIPS)  No Yes (beginning at 2 months) 
Maternal engagement/relationship with child No Yes (request SME guidance about 

age given specific measure) 
Family Assessment Device (McMaster), or 
McMaster Clinical Rating scale of family 
functioning (observation), or McMaster 
structured interview of family functioning 

No Yes (beginning at birth; 
respondent [caregiver] should be 
12 years or older) 

Father’s contact with child No Yes (beginning at birth) 
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Outcome 

Assessable during 
pregnancy, about focal 

child  

Assessable only after focal 
child’s birth (for specific 

baseline child age) 
Parent-child interaction - parent behavior/ 
responsiveness 

No Yes (request SME guidance about 
age given specific measure) 

Parent-Child Activities Scale (PCAS) No Yes (beginning at 6 months) 
Relationship Affect Coding System (RACS) No Yes (beginning at 2 years) 
Relationship Process Code No Yes (beginning at 2 years) 
Verbal encouragement No Yes (request SME guidance about 

age given specific measure) 
Perceptions of parenting role  
Breastfeeding Self-Efficacy Scale (BSES)  No Yes (birth through 12 months) 

Other measures of breastfeeding 
are in the child health domain 

Parental Locus of Control (PLOC) No Yes (beginning at birth) 
Parenting Sense of Competence (PSOC) No Yes (beginning at birth) 
General parenting practices  
Adult-Adolescent Parenting Inventory (AAPI)  Yes (pre-parent should be at 

least 12 years old) 
Yes (parent should be at least 12 
years old) 

Child exposure to television or books No Yes (usually, for children 
beginning at age 12 months; 
consult SME for samples enrolled 
younger than 12 months) 

Child Rearing Practices Report (CRPR) No Yes (beginning at age 2 years) 
Family Involvement Questionnaire No Yes (preschool through grade 1) 
Healthy Families Parenting Inventory (HFPI) No  Yes (request SME guidance about 

age) 
Observational Record of the Caregiving 
Environment (ORCE) 

No Yes (6, 15, 24, and 36 months) 

Parent-Infant Interaction Observation Scale No Yes (2 through 7 months) 
Parental disciplinary actions towards child  No Yes (request SME guidance about 

age given specific measure) 
 
Exception: all measures from the 
Conflict Tactics Scale-Parent Child 
fall under the reductions in child 
maltreatment domain 

Parent Behavior Checklist No Yes (1 through 4 years) 
Parenting Scale (PS) No Yes (18 months through age 5 

years) 
Planned Activities Training (PAT) checklist No Yes (8 months to 5 years) 
Promotion of learning, language, and 
development 

No Yes (usually, for children 
beginning at 12 months; consult 
SME for samples enrolled younger 
than 12 months) 

Routines and bedtime No Yes (usually, for children 
beginning at 12 months; consult 
SME for samples enrolled younger 
than 12 months) 

Tummy time (whether administered by parent) No Yes (birth to 6 months) 



HomVEE Version 2 Handbook 

 111 

G. Reductions in child maltreatment 

Outcomes in this domain include measures and assessments related to child maltreatment. Outcome 
measures include evidence of substantiated child maltreatment from administrative records and counts 
taken from medical records of encounters with health care providers for injuries or ingestions. Encounters 
with health care providers may include physician visits, emergency room visits, or hospitalizations. 
Parents in home visiting programs may be encouraged to use health care services more often, such as for 
well-child care visits. In addition, families’ patterns of health care use may change after enrollment in a 
home visiting program. For example, if a program connected families with primary care physicians, they 
might reduce their use of the emergency room for health care. Therefore, in the HomVEE review, only 
health care encounters that may occur as a result of child maltreatment, such as treatment for injuries or 
ingestions, are included in the child maltreatment domain. 

There is some concern that counts of child maltreatment reports may not be accurate indications of the 
incidence of maltreatment. For example, participation in home visiting programs increases surveillance of 
families and may result in increased reports of child maltreatment. Therefore, this review includes only 
substantiated reports of child maltreatment as an outcome measure; outcome measures based on 
unsubstantiated reports are excluded. HomVEE also includes child welfare outcomes such as placement 
outside the home. 

HomVEE has classified the Conflicts Tactics Scale-Parent Child (CTS-PC), a measure that assesses 
neglectful, psychologically aggressive, and abusive parenting behavior, as an assessment that measures 
child maltreatment.  

1. Measurement considerations 

HomVEE includes only substantiated reports of child maltreatment and child welfare measures 
such as custody loss and placement outside the home; outcome measures based on unsubstantiated 
reports are ineligible for review. There is some concern that counts of child maltreatment reports may 
not be accurate indications of the incidence of maltreatment. For example, participation in home visiting 
programs increases surveillance of families and may result in increased reports of child maltreatment.  

Only health care encounters that may occur specifically as a result of child maltreatment, such as 
treatment for injuries or ingestions, are included in the reductions in child maltreatment domain. 
Encounters with health care providers may include physician visits, emergency room visits, or 
hospitalizations. Parents in home visiting programs may be encouraged to use health care services more 
often, such as for well child care visits. In addition, families’ patterns of health care use may change after 
enrollment in a home visiting program. For example, if a program connects families with primary care 
physicians, families may reduce their use of the emergency room for health care. Therefore, HomVEE 
places other health care encounter measures in the child health domain. 

Categorizing runaway information. If a child running away is measured in child welfare records, that 
measure would be listed here. In contrast, if a parent or child reports that the child ran away from home, 
that measure would be reported in the child development and school readiness domain. 
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2. Guidelines on baseline assessability for eligible measures  

Table B.7. Baseline assessability of outcome measures in HomVEE’s reductions in child 
maltreatment domain 

    
Assessable at baseline when family 

enrolled… 

Outcome measure Description and notes 

…during prenatal 
period for focal 

child 
…at or after focal 

child’s birth 
Substantiated child abuse 
or neglect cases 

Measures may include overall, by 
type of abuse or neglect, or by 
timing of abuse or neglect. 
Also includes measures of family 
reunification 

No Yes, consult SME for 
guidance given child's age 
at enrollment. 

Permanency Refers to the permanency and 
stability of a child’s living situation 
(in-home or in foster care) and 
includes the continuity and 
preservation of family relationships 
and connections. This includes 
measures of custody loss due to 
abuse or neglect, and measures of 
placement outside the home 

No Yes, consult SME for 
guidance given child's age 
at enrollment. 

Unsubstantiated child 
abuse or neglect cases 

Ineligible for review Not applicable Not applicable 

Health care encounter due 
to injury or ingestion 

May be described as emergency 
room visit or hospital visit; 
measures may include overall 
incidence, timing, and frequency 
within a follow-up period 

No Yes.  
Reviewers will assume 
equivalence if enrollment 
occurred at birth, during 
mother’s postpartum 
hospital stay. 

Health care encounter for 
other reasons 

Please see child health outcome 
domain 

Not applicable Not applicable 

Conflict Tactics Scale– 
Parent Child (CTS-PC) 

HomVEE includes all items from 
this assessment in the reductions in 
child maltreatment domain in order 
to make domain classification 
consistent for summary measures 
from the assessment.  
Note: This is a secondary measure 
(not normed) 

No Yes 
Reviewers will assume 
equivalence if enrollment 
occurred at birth during 
mother’s postpartum 
hospital stay. 

Child Abuse Potential 
Inventory (CAPI) 

Note: This is a secondary measure 
(not normed) 

No Yes 
Reviewers will assume 
equivalence if enrollment 
occurred at birth during 
mother’s postpartum 
hospital stay. 

Child ran away from home 
(CPS reported) 

  No No 
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H. Reductions in juvenile delinquency, family violence, and crime  

In this domain, outcomes may include domestic and family violence, interaction with the justice system 
by the mother or by a youth who received home visiting services during early childhood, or school 
suspensions or expulsions for one of these youth. Outcome measures in this domain include the incidence 
of parent and youth antisocial behavior, based on archived data from state records, as well as parent, 
teacher, and youth self-report of antisocial behaviors. For example, HomVEE places the Conflict Tactics 
Scale (CTS), a measure that assesses family violence, intimate partner violence and child maltreatment, in 
this domain. 

1. Guidelines on baseline assessability for eligible measures  

Table B.8. Baseline assessability of outcome measures in HomVEE’s reductions in juvenile 
delinquency, family violence, and crime domain 
    Assessable at baseline when… 
Outcome measure Description and notes …family 

enrolled during 
prenatal period 
for focal child 

…family enrolled at or 
after focal child’s 

birth 

Parent’s intimate partner 
violence (IPV), family 
violence, or domestic 
violence 

Measures may include physical or 
psychological violence, with parent as 
victim or perpetrator; may also include 
restraining order 

Yes Yes 

Parental interaction with 
justice system 

Measures may include arrests, 
convictions, incarcerations, and 
measures of specific offenses. 

Yes Yes 

Focal child’s interaction 
with justice system as a 
juvenile 

Measures may include arrests, 
convictions, and measures of specific 
offenses, and whether the youth was 
ever a “person in need of supervision” 

No No 

Focal child’s school 
suspension or expulsion 

None No No 

Focal child’s risky 
behavior as a youth  

Classified under child health domain Not applicable to 
this domain 

Not applicable to this 
domain 
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This appendix replicates the What Works Clearinghouse Version 4.1 standards for research with this 
design, except for minor wording changes to tailor them to the HomVEE context.69

69 What Works Clearinghouse. (2020). Handbooks and Other Resources: Procedures and Standards Handbooks. 
Retrieved June 4, 2020, from https://ies.ed.gov/ncee/wwc/handbooks. 

  

Researchers use regression discontinuity designs (RDDs) when interventions are made available to 
individuals or groups on the basis of how they compare with a cutoff value on some known measure. 
Sample members may be assigned, for example, to a program if they score below a cutoff value on a 
given assessment.70

70 Generally, groups of sample members may also be sorted on either side of a cut point in a regression discontinuity 
design, but assignment of groups is exceptionally rare in the home visiting literature. 

 The variable used to assign participants to the intervention is commonly referred to as 
the “forcing,” “assignment,” or “running” variable. 

The effects provide consistent estimates of the local average impacts and are comparable with traditional 
group design trials. Under typical RDD methodology, the effect of an intervention is estimated as the 
difference in mean outcomes between intervention and comparison group members at the cutoff, 
adjusting statistically for the relationship between the outcomes and the variable used to assign 
participants to the intervention. A regression line or curve is estimated for the intervention group and 
similarly for the comparison group, and the difference in these regression lines at the cutoff value of the 
forcing variable is the estimate of the effect of the intervention. Stated differently, an effect is said to have 
occurred if there is a “discontinuity” in the two regression lines at the cutoff. This estimate pertains to 
average intervention effects for participants right at the cutoff. RDDs generate asymptotically unbiased 
estimates of the effect of an intervention if the relationship between the outcome and forcing variable is 
modeled appropriately (defined in standard 4 next) and the forcing variable was not manipulated, either 
behaviorally or mechanically, to influence assignment to the intervention group. 

This appendix presents criteria under which estimates of effects from RDD studies can be rated high and 
the conditions under which they can be rated moderate. These standards apply to both “sharp” and 
“fuzzy” RDDs, defined in Section C. We provide standards for studies that report a single RDD impact 
(Section C), standards for studies that report multiple impacts (Section D), and standards for studies that 
report pooled or aggregate impacts (Section E). As is the case in RCTs, clusters of students—such as 
schools, classrooms, or any other group of multiple individuals that have the same value of the 
assignment variable—might be assigned to intervention and comparison groups, and so we provide 
standards for cluster-assignment studies (Section F). While the standards are focused on assessing the 
causal validity of impact estimates, we also describe two reporting requirements (Sections G and H) 
focused on reporting accurate standard errors. 

A. Assessing whether a manuscript about a study is eligible for review as a regression 
discontinuity design 

A manuscript is eligible for review under RDD standards if it meets the following criteria: 

• Treatment assignments are based on a numerical forcing variable; participants with numbers at or 
above a cutoff value, or at or below that value, are assigned to the intervention group, whereas 
participants with scores on the other side of the cutoff are assigned to the comparison group. For 
example, an evaluation of a home visiting program could be classified as an RDD if families with a 
Family Stress Checklist (FSC) score at or above 25 are admitted to the program and families with an 
FSC score below 25 are not. As another example, a study examining the impacts of a home visiting 
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program on improving families economic self-sufficiency could be considered an RDD if only 
families with a poverty index score at or below a threshold are admitted to the program and families 
with a poverty index score above a threshold are not. In some instances, RDDs may use multiple 
criteria to assign the treatment to participants. For example, a family may be assigned to a home 
visiting program if the family’s FSC score is above 25 or the depression assessment score is above a 
threshold (for example, a summary score of depressive symptoms is above 8 on the PHQ-8 scale). 
Studies that use multiple assignment variables or cutoffs with the same sample are eligible for review 
under these standards only if they use a method described in the literature (for example, in Reardon 
and Robinson [2012] or Wong, Steiner, and Cook [2013]) to reduce those variables to a single 
assignment variable or analyze each assignment variable separately. If a study does not do this (for 
example, if it uses the response surface method described by Reardon and Robinson [2012]), then a 
manuscript about it is not currently eligible for review under these standards. As with randomized 
controlled trials (RCTs), noncompliance with treatment assignment is permitted, but the manuscript 
about the study must still meet the criteria outlined in this appendix to be eligible for a rating of high 
or moderate. 

• The forcing variable is ordinal—that is, it has a unique ordering of the values from lowest to 
highest—and includes a minimum of four or more unique values below the cutoff and four or more 
unique values above the cutoff. This condition is required to model the relationship between the 
outcomes and the forcing variable. The forcing variable must never be based on nonordinal 
categorical variables, such as sex or race. The analyzed data must also include at least four unique 
values of the forcing variable below the cutoff and four unique values above the cutoff. This is 
required for eligibility because at least eight data points are required to credibly select bandwidths or 
functional forms for the relationship between the outcome and the forcing variable. 

• The study must not have a confounding factor as defined for RCTs and non-experimental comparison 
group designs (NEDs) in Chapter III. As defined there, for HomVEE, a confounding factor is any 
observed factor that is not completely aligned with either the intervention or comparison group. In 
particular, the cutoff value of the forcing variable must not be used to assign members of the study 
sample to interventions other than the one being tested. For example, the income cutoff for 
determining whether a family qualifies for the Special Supplemental Program for Women, Infants, 
and Children (WIC) cannot be the basis of an RDD because WIC receipt could affect maternal and 
child health outcomes that are of interest to HomVEE. This criterion is necessary to ensure that the 
study can isolate the causal effects of the tested intervention from the effects of other interventions. A 
study can examine the combined impact of two or more interventions that all use the same cutoff 
value; in that case, the manuscript about the study can be eligible for review as an RDD, but the 
causal statements made must be about the combined impact because the causal effects of each 
individual intervention cannot be isolated. 

• The forcing variable used to calculate impacts must be the actual forcing variable, not a proxy or 
estimated forcing variable. A variable is considered to be a proxy if its correlation with the actual 
forcing variable is less than 1. 

If a study claims to be based on an RDD but does not have these properties, then any manuscripts about 
the study are not eligible for review as an RDD. 
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B. Possible ratings for studies using regression discontinuity designs 

Once a study is determined to be an RDD, findings within a manuscript about the study can receive one of 
three ratings based on the set of criteria described below and summarized in Table C.1. The manuscript 
itself receives the highest rating of any finding within it. 

• High. To qualify, the manuscript must completely satisfy each of the five individual standards listed 
in Table C.1.  

• Moderate. To qualify, the manuscript must at least partially satisfy each of the following standards: 
1, 4, 5, and either 2 or 3. 

• Low. A manuscript about an RDD study will receive this rating if it does not at least partially satisfy 
any of standards 1, 4, or 5, or does not at least partially satisfy both standards 2 and 3. 

 

Table C.1. Regression discontinuity design manuscript ratings 

Standard 

To be rated Meets WWC RDD 
Standards Without Reservations, 

a manuscript about an RDD  
study must: 

To be rated Meets WWC RDD 
Standards With Reservations, a 

manuscript about an RDD  
study must: 

1.  Integrity of the forcing 
variable 

Completely satisfy this standard. Partially satisfy this standard. 

2.  Sample attrition Completely satisfy this standard. Partially satisfy at least one of these 
two standards. 

3. Continuity of the relationship 
between the outcome and 
the forcing variable 

Completely satisfy this standard. Partially satisfy at least one of these 
two standards. 

4.  Functional form and 
bandwidth 

Completely satisfy this standard. Partially satisfy this standard. 

5.  Fuzzy RDD Completely satisfy this standard. Partially satisfy this standard. 

C. Standards for a single regression discontinuity design impact 

The standards presented in this section focus on assessing the causal validity of the impact of a single 
discontinuity in a single ordinal forcing variable on a single outcome. Section D describes how to apply 
these standards in studies with multiple outcomes or samples. Section E describes how to apply these 
standards in studies with pooled or aggregate impacts. 

Standard 1: Integrity of the forcing variable 

A key condition for an RDD to produce consistent estimates of effects of an intervention is that there was 
no systematic manipulation of the forcing variable. This situation is analogous to the nonrandom 
manipulation of intervention and comparison group assignments under an RCT. In an RDD, manipulation 
means that scores for some participants were systematically changed from their true obtained values to 
influence treatment assignments and the true obtained values are unknown. With nonrandom 
manipulation, the true relationship between the outcome and forcing variable can no longer be identified, 
which could lead to inconsistent impact estimates. 

Manipulation is possible if “scorers” have knowledge of the cutoff value and have incentives and an 
ability to change unit-level scores to ensure that some participants are assigned to a specific research 
condition. Stated differently, manipulation could occur if the scoring and treatment assignment processes 
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are not independent. It is important to note that manipulation of the forcing variable is different from 
treatment status noncompliance, which occurs if some intervention group members do not receive 
intervention services or some comparison group members receive embargoed services. 

The likelihood of manipulation will depend on the nature of the forcing variable, the intervention, and the 
study design. For example, manipulation is less likely to occur if the forcing variable is a standardized 
assessment than if it is a family assessment conducted by researchers or home visitors who also have 
input into treatment assignment decisions. Manipulation is also unlikely in cases where the researchers 
determined the cutoff value using an existing forcing variable, for example, a score from a test that was 
administered prior to the implementation of the study. 

In all RDD studies, the integrity of the forcing variable should be established institutionally, statistically, 
and graphically. 

• Criterion A. The institutional integrity of the forcing variable must be established by an adequate 
description of the scoring and treatment assignment process. This description must indicate the 
forcing variable used; the cutoff value selected; who selected the cutoff—for example, researchers 
and model developers; who determined values of the forcing variable—for example, who scored an 
assessment; and when the cutoff was selected relative to determining the values of the forcing 
variable. This description must show that manipulation was unlikely because scorers had little 
opportunity or little incentive to change “true” obtained scores in order to allow or deny specific 
participants access to the intervention. If there is both a clear opportunity to manipulate scores and a 
clear incentive—for example, in an evaluation of a home visiting model on maternal health if an 
assessment used to assign treatment is scored by the model developer after the cutoff is known. If 
there is both a clear opportunity to manipulate scores and a clear incentive, then the study does not 
satisfy this standard. 

• Criterion B. The statistical integrity of the forcing variable must be demonstrated by using statistical 
tests found in the literature (for example, McCrary, 2008) to establish the smoothness of the density 
of the forcing variable right around the cutoff. This is important to establish because there may be 
incentives for scorers to manipulate scores to make participants just eligible for the intervention 
group, in which case, there may be an unusual mass of participants near the cutoff. The statistical test 
must fail to reject the null hypothesis of continuity in the density of the forcing variable at the 5 
percent significance level. 

• Criterion C. The graphical integrity of the forcing variable must be demonstrated by using a graphical 
analysis, such as a histogram or other type of density plot, to establish the smoothness of the density 
of the forcing variable right around the cutoff. There must not be strong evidence of a discontinuity at 
the cutoff that is obviously larger than discontinuities in the density at other points, although some 
small discontinuities may arise when the forcing variable is discrete. 

A manuscript about an RDD study can satisfy or partially satisfy this standard if it meets the relevant 
criteria in Table C.2. A manuscript does not satisfy this standard if fewer than two of the three criteria are 
satisfied. 
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Table C.2. Satisfying the integrity of the forcing variable standard (standard 1) 

Criterion 

To completely satisfy the 
standard, a manuscript 
about the RDD study: 

To partially satisfy the 
standard, a manuscript 
about the RDD study: 

A.  The institutional integrity of the forcing 
variable must be established by an 
adequate description of the scoring and 
treatment assignment process. 

Must satisfy this criterion. 

Must satisfy any two of the three 
criteria (A, B, or C). 

B.  The statistical integrity of the forcing 
variable must be demonstrated by using 
statistical tests found in the literature (for 
example, McCrary, 2008) to establish the 
smoothness of the density of the forcing 
variable right around the cutoff. 

Must satisfy this criterion. 

C.  The graphical integrity of the forcing 
variable must be demonstrated by using a 
graphical analysis, such as a histogram or 
other type of density plot, to establish the 
smoothness of the density of the forcing 
variable right around the cutoff. 

Must satisfy this criterion. 

Standard 2: Sample attrition 

An RDD study must have acceptable levels of overall and differential attrition rates (see Chapter III). The 
samples used to calculate attrition must include all participants who were eligible to be assigned to the 
intervention or comparison group using the forcing variable, and not only a subset of those participants 
known to the researcher. For example, when the FSC score is used to assign families to a home visiting 
program, the assignment mechanism typically applies to all families who have an FSC assessment score, 
such as all postpartum referrals in a geographic area who have high risk scores (based on pre-screening) 
that make them eligible for in-depth FSC assessment. An RDD study that examines the impact of a home 
visiting program using a risk assessment score as the assignment variable could have acceptable levels of 
attrition only if it can identify the full set of families who have satisfied risk assessment requirements and 
have a risk assessment score. Put another way, attrition cannot be assessed unless all participants who 
were eligible to be assigned to conditions are known and for all of these participants, their assigned 
condition must be known. 

However, attrition can be assessed within exogenous subgroups, meaning a subgroup identified using a 
variable that is exogenous to intervention participation. For example, attrition could be assessed 
separately within each site. Also, attrition can be calculated within a bandwidth around the cutoff value of 
the forcing variable. Attrition needs to be assessed separately for each contrast of interest. 

The way that attrition rates are calculated determines whether a manuscript about an RDD study satisfies 
this standard completely or partially. Criterion A lists approaches that must be used for a manuscript to 
completely satisfy this standard. Criterion B lists other approaches that may be used but only allow a 
manuscript to partially satisfy this standard. Whereas the approaches in criterion A require the author to 
either use approved methods for statistically adjusting for the forcing variable or apply an acceptable 
bandwidth for values of the forcing variable, the approaches in criterion B may not provide as accurate an 
adjustment for the forcing variable. As a result, the approaches in criterion B could result in measures of 
overall and differential attrition at the cutoff that are less accurate. 
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• Criterion A. The reported combination of overall and differential attrition rates must be shown to 
be low using at least one of the following approaches, which have the potential to adjust for the 
forcing variable most accurately: 

− Authors must report the predicted mean attrition rate at the cutoff estimated using data from 
below the cutoff and the predicted mean attrition rate at the cutoff estimated using data from 
above the cutoff. Both numbers must be estimated using a statistical model that controls for the 
forcing variable using the same approach that was used to estimate the impact on the outcome. 
Specifically, the impact on attrition must be estimated either (A) using exactly the same 
bandwidth and/or functional form as was used to estimate the impact on the outcome or (B) using 
the same algorithm for selecting the bandwidth and/or functional form as was used to estimate the 
impact on the outcome. For the purpose of applying this standard, the overall attrition rate will be 
defined as the average of the predicted mean attrition rates on either side of the cutoff, and the 
differential attrition rate will be defined as the difference in the predicted mean attrition rates on 
either side of the cutoff. 

− Authors must calculate overall and differential attrition for the sample inside the bandwidth used 
for the impact analysis, with or without adjusting for the forcing variable. Although authors do 
not need to adjust for the forcing variable using this approach, other than by applying the 
bandwidth, the value of the forcing variable must be known for all participants so that the 
bandwidth can be applied. 

• Criterion B. The reported combination of overall and differential attrition rates must be shown to 
be low when calculated using one of the following approaches, which may not provide as accurate 
an adjustment for the forcing variable as one of the two approaches outlined under criterion A. 

− Authors can calculate overall and differential attrition for the entire research sample, adjusting for 
the forcing variable. 

− Authors can calculate overall and differential attrition for the entire research sample without 
adjusting for the forcing variable. 

If authors calculate overall and differential attrition both ways—that is, both with and without adjusting 
for the forcing variable—then HomVEE will review both and assign the highest possible rating to this 
part of the study design. Note that approaches should not be mixed; that is, if the rating is based on an 
overall attrition rate calculated without an adjustment for the forcing variable, then the differential 
attrition rate should also be unadjusted. Unlike the approaches in Criterion A, it is possible to assess 
attrition using the full research sample even when the value of the forcing variable is unknown for some 
participants, as long as the assigned conditions of all participants is known. 

A manuscript about an RDD study can satisfy or partially satisfy this standard if it meets the relevant 
criteria in Table C.3. A manuscript does not satisfy this standard if attrition information is not available or 
if neither of the criteria in the table are met. 
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Table C.3. Satisfying the attrition standard (standard 2) 

Criterion 

To completely satisfy the 
standard, a manuscript 
about the RDD study: 

To partially satisfy the 
standard, a manuscript 
about the RDD study: 

A.  The reported combination of overall and 
differential attrition rates is low using an 
approach among those that have the 
potential to most accurately adjust for the 
forcing variable. 

Must satisfy this criterion. Does not need to satisfy this 
criterion. 

B.  The reported combination of overall and 
differential attrition rates is low when 
calculated using an approach among 
those that may not provide as accurate 
an adjustment for the forcing variable. 

Does not need to satisfy this 
criterion. 

Must satisfy this criterion. 

Standard 3: Continuity of the relationship between the outcome and the forcing variable 

To obtain a consistent impact estimate using an RDD, there must be evidence that in the absence of the 
intervention, there would be a smooth relationship between the outcome and the forcing variable at the 
cutoff score. This condition is needed to ensure that any observed discontinuity in the outcomes of 
intervention and comparison group participants at the cutoff can be attributed to the intervention. 

This smoothness condition cannot be checked directly, although two indirect approaches could be used. 
The first approach is to test whether, conditional on the forcing variable, key baseline covariates that are 
correlated with the outcome variable (that is, race/ethnicity, socioeconomic status, and any measures of 
the outcome that were assessable at baseline) are continuous at the cutoff. This means that the 
intervention must have no impact on baseline covariates at the cutoff. Particularly important baseline 
covariates for this analysis are preintervention measures of the key outcome variables. 

The second approach for assessing the smoothness condition is to use statistical tests or graphical 
analyses to examine whether there are discontinuities in the outcome-forcing variable relationship at 
values away from the cutoff. This process involves testing for impacts at values of the forcing variable 
where there should be no impacts, such as the medians of points above or below the cutoff value (Imbens 
& Lemieux, 2008). The presence of such discontinuities would imply that the relationship between the 
outcome and the forcing variable at the cutoff may not be truly continuous, suggesting that observed 
impacts at the cutoff may not be due to the intervention. 

Three criteria determine whether a manuscript about an RDD study satisfies this standard. 

• Criterion A. Baseline equivalence on key covariates, as identified in the review protocol, must be 
established at the cutoff value of the forcing variable. This involves calculating an impact at the 
cutoff on the covariate of interest, and the study must either (1) use exactly the same bandwidth 
and/or functional form as was used to estimate the impact on the outcome or (2) use the same 
algorithm for selecting the bandwidth and/or functional form as was used to estimate the impact on 
the outcome. Authors may exclude sample members from this analysis for reasons that are clearly 
exogenous to intervention participation. For example, authors may calculate baseline equivalence 
using only data within the bandwidth that was used to estimate the impact on the outcome. The 
burden of proof falls on the authors to demonstrate that any sample exclusions were made for 
exogenous reasons. 
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The baseline equivalence standards applicable to RCT and NED studies also apply to the results from 
this analysis; see Chapter III. Specifically, if the impact for any covariate is greater than 0.25 standard 
deviation in absolute value, based on the variation of that characteristic in the pooled sample, this 
criterion is not satisfied. If the impact for a covariate is between 0.05 standard deviation and 0.25 
standard deviation, the statistical model used to estimate the average treatment effect on the outcome 
must include a statistical adjustment for that covariate to satisfy this criterion. Differences of less than 
or equal to 0.05 require no statistical adjustment. 
For dichotomous covariates, authors must provide the predicted mean covariate value— that is, the 
predicted probability—at the cutoff estimated using data from below the cutoff and the predicted 
probability at the cutoff estimated using data from above the cutoff. 
Both predicted probabilities must be calculated using the same statistical model that is used to 
estimate the impact on the covariate at the cutoff. These predicted probabilities are needed so that 
HomVEE reviewers can transform the impact estimate into standard deviation units. 
If the attrition standard is at least partially satisfied, then the equivalence criterion can be 
demonstrated using data not in the analytic sample, such as data from a different year, cohort, or site. 
However, all other requirements specified above apply, including using an acceptable bandwidth 
and/or functional form, and excluding sample members only for clearly exogenous reasons. The 
review leadership team, in consultation with content experts, has discretion to determine that the 
sample is too different from the context in the study sample to satisfy this criterion. 
If the attrition standard is not met, this analysis must be conducted using only participants with 
nonmissing values of the key outcome variable used in the manuscript. Exogenous exclusions from 
that sample are allowed. For example, participants outside of an acceptable bandwidth can be 
excluded. 

• Criterion B. There must be no evidence, using graphical analyses, of a discontinuity in the 
outcome-forcing variable relationship at values of the forcing variable other than the cutoff value, 
unless a satisfactory explanation of such a discontinuity is provided. An example of a “satisfactory 
explanation” is that the discontinuity corresponds to some other known intervention that was also 
administered using the same forcing variable but with a different cutoff value. Another example could 
be a known structural property of the assignment variable, for example, if the assignment variable is a 
construct involving the aggregation of both continuous and discrete components. The graphical 
analysis— such as a scatter plot of the outcome and forcing variable using either the raw data or 
averaged/aggregated data within bins/intervals—must not show a discontinuity at any forcing variable 
value within the bandwidth (or, for the full sample if no bandwidth is used) that is larger than two 
times the standard error of the impact estimated at the cutoff value, unless a satisfactory explanation 
of that discontinuity is provided. (The standard error at the cutoff value is used because authors may 
not report the standard error at the point of the observed discontinuity.) 

• Criterion C. There must be no evidence, using statistical tests, of a discontinuity in the outcome-
forcing variable relationship at values of the forcing variable other than the cutoff value, unless a 
satisfactory explanation of such a discontinuity is provided. The statistical tests must use the same 
algorithm for selecting the bandwidth and/or functional form as was used to estimate the impact on 
the outcome and be conducted for at least four values of the forcing variable below the cutoff and 
four values above the cutoff; these values can be either within or outside the bandwidth. At least 95 
percent of the estimated impacts on the outcome at other values of the forcing variable must be 
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statistically insignificant at the 5 percent significance level. For example, if impacts are estimated for 
20 values of the forcing variable, then at least 19 of them must be statistically insignificant.71

71 If impacts are estimated for fewer than 20 values of the forcing variable, all of them must be statistically 
insignificant at the 5 percent significance level. 

  

A manuscript about and RDD study can satisfy or partially satisfy this standard if it meets the relevant 
criteria in Table C.4. A manuscript does not satisfy this standard if criterion A is not satisfied, or if both 
criteria B and C are not satisfied. 

Table C.4. Satisfying the continuity of the relationship between the outcome and the forcing 
variable standard (standard 3) 

Criterion 

To completely satisfy the 
standard, a manuscript 
about the RDD study: 

To partially satisfy the 
standard, a manuscript 
about the RDD study: 

A.  Baseline equivalence on key covariates Must satisfy this criterion. Must satisfy this criterion. 

B.  No evidence, using graphical analyses, of 
a discontinuity in the outcome-forcing 
variable relationship at values of the 
forcing variable other than the cutoff value 

Must satisfy this criterion. 

Must satisfy one of the two criteria 
(B or C). C.  No evidence, using statistical tests, of a 

discontinuity in the outcome-forcing 
variable relationship at values of the 
forcing variable other than the cutoff value 

Must satisfy this criterion. 

Standard 4: Functional form and bandwidth 

Unlike with RCTs, statistical modeling plays a central role in estimating impacts in an RDD study. The 
most critical aspects of the statistical modeling are the functional form specification of the relationship 
between the outcome variable and the forcing variable and the appropriate range of forcing variable 
values used to select the analysis sample, that is, the bandwidth around the cutoff value. Six criteria 
determine whether a manuscript about an RDD study satisfies this standard. 

• Criterion A. The local average treatment effect for an outcome must be estimated using a 
statistical model that controls for the forcing variable. For both bias and variance considerations, it 
is never acceptable to estimate an impact by comparing the mean outcomes of intervention and 
comparison group members without adjusting for the forcing variable (even if there is a weak 
relationship between the outcome and forcing variable). 

• Criterion B. The authors should use a local regression, either linear or quadratic, or related 
nonparametric approach in which impacts are estimated within a justified bandwidth, meaning a 
bandwidth selected using a systematic procedure that is described and supported in the 
methodological literature, such as cross-validation. For example, a bandwidth selection procedure 
described in an article published in a peer- reviewed journal that describes the procedure and 
demonstrates its effectiveness would be a justified bandwidth. An article published in an applied 
journal where the procedure happens to be used does not count as justification. A manuscript about a 
study that does not use a justified bandwidth does not completely satisfy this standard but could 
partially satisfy this standard if criterion C is satisfied. 

 



HomVEE Version 2 Handbook 

 126 

• Criterion C. If the authors do not use a local regression or related nonparametric approach or 
uses such an approach but not within a justified bandwidth, then it may estimate impacts using a 
“best fit” regression using either the full sample or the sample within a bandwidth; the bandwidth 
does not need to be justified. For an impact estimate to meet this criterion, the functional form of the 
relationship between the outcome and forcing variable must be shown to be a better fit to the data 
than at least two other functional forms. Any measure of goodness of fit from the methodological 
literature can be used, such as the Akaike Information Criterion or adjusted R-squared. 

• Criterion D. The manuscript needs to provide evidence that the findings are robust to varying 
bandwidth or functional form choices. At least one of five types of evidence is sufficient to meet this 
criterion:72

− In the case that criterion B applies, the sign and significance of impact estimates must be the same 
for a total of at least two different justified bandwidths. For example, this criterion would be 
satisfied if the sign and significance of an impact are the same using a bandwidth selected by 
cross-validation73 and a bandwidth selected by the method described in Imbens and 
Kalyanaraman (2012). Two impact estimates are considered to have the same significance if they 
are both statistically significant at the 5 percent significance level, or if neither of them is 
statistically significant at the 5 percent significance level. Two impact estimates are considered to 
have the same sign if they are both positive, both negative, or if one is positive and one is 
negative, but neither are statistically significant at the 5 percent significance level. 

− In the case that criterion B applies, the sign and significance of impact estimates must be the same 
for at least one justified bandwidth and at least two additional bandwidths that are not justified. 

− In the case that criterion C applies, the sign and significance of impact estimates must be the same 
using a total of at least two different goodness-of-fit measures to select functional form. For 
example, this criterion would be satisfied if the impact corresponding to the functional form 
selected using the Akaike Information Criterion is the same sign and significance as an impact 
corresponding to the functional form selected using the regression R-squared. Note that both 
measures may select the same functional form. 

− In the case that criterion C applies, the sign and significance of impact estimates must be the same 
for at least three different functional forms, including the “best fit” regression. 

− If the manuscript meets both criteria B and C, then the sign and significance of impact estimates 
must be the same for the impact estimated within a justified bandwidth and the impact estimated 
using a “best fit” regression. 

• Criterion E. The manuscript must include a graphical analysis displaying the relationship between 
the outcome and forcing variable, including a scatter plot—using either the raw data or 
averaged/aggregated data within bins/intervals—and a fitted curve. The display cannot be 
obviously inconsistent with the choice of bandwidth and the functional form specification for the 
analysis. Specifically, if the authors use a particular functional form for the outcome-forcing variable 
relationship, then the manuscript must show graphically that this functional form fits the scatter plot 

 
72 If a manuscript about a study presents more than one type of evidence, and one type shows findings are robust 
while another type does not, then this criterion is still satisfied. That is, manuscript ratings are not penalized when 
authors conduct more sensitivity analyses. 
73 An implementation of cross-validation for RDD analysis is described by Imbens and Lemieux (2008). 
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reasonably well, and if the authors use a local linear regression, then the scatter plot must show that 
the outcome-forcing variable relationship is indeed reasonably linear within the chosen bandwidth. 

• Criterion F. The relationship between the forcing variable and the outcome must not be 
constrained to be the same on both sides of the cutoff. 

A manuscript about a study can satisfy or partially satisfy this standard if it meets the relevant criteria in 
Table C.5. A manuscript does not satisfy this standard if either criterion A or criterion E is not satisfied or 
if both criteria B and C are not satisfied. 

Table C.5. Satisfying the functional form and bandwidth standard (standard 4) 

Criterion 

To completely satisfy 
the standard, a 

manuscript about the 
RDD study: 

To partially satisfy the 
standard, a manuscript 
about the RDD study: 

A.  The local average treatment effect for an 
outcome must be estimated using a statistical 
model that controls for the forcing variable. 

Must satisfy this criterion. Must satisfy this criterion. 

B.  The authors should use a local regression, 
either linear or quadratic, or related 
nonparametric approach in which impacts are 
estimated within a justified bandwidth, meaning 
a bandwidth selected using a systematic 
procedure that is described and supported in 
the methodological literature, such as cross-
validation. 

Must satisfy this criterion. 

Must satisfy one of the two 
criteria (B or C). 

C.  If the authors do not use a local regression or 
related nonparametric approach or uses such 
an approach but not within a justified 
bandwidth, then they may estimate impacts 
using a “best fit” regression using either the full 
sample or the sample within a bandwidth; the 
bandwidth does not need to be justified. 

Does not need to satisfy 
this criterion. 

D.  The manuscript needs to provide evidence that 
the findings are robust to varying bandwidth or 
functional form choices. 

Must satisfy this criterion. Does not need to satisfy this 
criterion. 

E.  The manuscript must include a graphical 
analysis displaying the relationship between 
the outcome and forcing variable, including a 
scatter plot—using either the raw data or 
averaged/aggregated data within 
bins/intervals—and a fitted curve. 

Must satisfy this criterion. Must satisfy this criterion. 

F.  The relationship between the forcing variable 
and the outcome must not be constrained to be 
the same on both sides of the cutoff. 

Must satisfy this criterion. Does not need to satisfy this 
criterion. 

Standard 5: Fuzzy regression discontinuity design 

In a sharp RDD, all intervention group members receive intervention services and no comparison group 
members receive services. In a fuzzy regression discontinuity design (FRDD), some intervention group 
members do not receive intervention services or some comparison group members do receive intervention 
services, but there is still a substantial discontinuity in the probability of receiving services at the cutoff. 
In an FRDD analysis, the impact of service receipt is calculated as a ratio. The numerator of the ratio is 
the RDD impact on an outcome of interest. The denominator is the RDD impact on the probability of 
receiving services. This analysis is typically conducted using either two-stage least squares (2SLS) or a 
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Wald estimator. FRDD analysis is analogous to a complier average causal effect (CACE) or local average 
treatment effect analysis—consequently many aspects of this standard are analogous to the WWC 
standards for CACE analysis in the context of RCTs, which HomVEE also applies (see Chapter III, 
Section A.3.c. about treatment on the treated analyses). 

The internal validity of an FRDD estimate depends primarily on three conditions. The first condition, 
known as the exclusion restriction, requires that the only channel through which assignment to the 
intervention or comparison groups can influence outcomes is by affecting take-up of the intervention 
being studied (Angrist et al., 1996). When this condition does not hold, group differences in outcomes 
would be attributed to the effects of taking up the intervention when they may be attributable to other 
factors differing between the intervention and comparison groups. The exclusion restriction cannot be 
completely verified, as it is impossible to determine whether the effects of assignment on outcomes are 
mediated through unobserved channels. 

However, it is possible to identify clear violations of the exclusion restriction—in particular, situations in 
which groups face different circumstances beyond their differing take-up of the intervention of interest. 

The second condition for the internal validity of an FRDD estimate is that the discontinuity in the 
probability of receiving services at the cutoff needs to be large enough to limit the influence of finite 
sample bias. The FRDD scenario can be interpreted as an instrumental variables (IV) model in which 
falling above or below the cutoff is an instrument for receiving intervention services (the participation 
indicator). IV estimators will be subject to finite sample bias if there is not a substantial difference in 
service receipt on either side of the cutoff, that is, if the instrument is “weak” (Stock & Yogo, 2005). 
FRDD impacts need not be estimated using 2SLS methods—for example, they can be estimated using 
Wald estimators—but authors must run the first-stage regression of the participation indicator on the 
forcing variable and the indicator for being above or below the cutoff, and provide either the F statistic or 
the t statistic from this regression. 

The third condition for the internal validity of an FRDD estimate is that two relationships need to be 
modeled appropriately: the relationship between the forcing variable and the outcome of interest (standard 
4) and the relationship between the forcing variable and receipt of services. 

Ideally, the FRDD impact would be estimated using a justified bandwidth and functional form, where 
justification is focused on the overall FRDD impact, not just the numerator or denominator separately. 
Several methods have been discussed in the literature for selecting a justified bandwidth that targets the 
ratio (such as Calonico, Cattaneo, & Titiunik, 2014; Imbens & Kalyanaraman, 2012). However, in 
practice authors often use the bandwidth for the numerator of the FRDD, which is consistent with advice 
from Imbens and Kalyanaraman (2012).74

74 Imbens and Kalyanaraman (2012, p. 14) wrote, “In practice, this often leads to bandwidth choices similar to those 
based on the optimal bandwidth for estimation of only the numerator of the RD estimate. One may therefore simply 
wish to use the basic algorithm ignoring the fact that the regression discontinuity design is fuzzy.” 

  

Eight criteria determine whether a manuscript about an RDD study satisfies this standard. All eight 
criteria are waived for impact estimates calculated using a reduced form model (in which the outcome is 
modeled as a function of the forcing variable, an indicator for being above or below the cutoff, and 
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possibly other covariates, but the participation indicator is not included in the model). This type of model 
is analogous to an ITT analysis in the context of RCTs.75  

• Criterion A. The participation indicator must be a binary indicator for taking up at least a portion 
of the intervention. For example, the participation indicator could be a binary indicator for receiving 
any positive dosage of the intervention. 

• Criterion B. The estimation model must have exactly one participation indicator. 

• Criterion C. The indicator for being above or below the cutoff must be a binary indicator for the 
intervention and comparison groups to which participants are assigned. 

• Criterion D. The same covariates, one of which must be the forcing variable, must be included in 
the analysis that estimates the impact on participation and the analysis that estimates the impact on 
outcomes. In the case of 2SLS estimation, this means that the same covariates must be used in the 
first and second stages. 

• Criterion E. The FRDD estimate must have no clear violations of the exclusion restriction. 
Defining participation inconsistently between the assigned intervention and assigned comparison 
groups would constitute a clear violation of the exclusion restriction. Therefore, authors must report a 
definition of take-up that is the same across assigned groups. Another violation of the exclusion 
restriction is the scenario in which assignment to the intervention group changes the behavior of 
participants even if they do not take up the intervention itself. In this case, the treatment assignment 
might have effects on outcomes though channels other than the take-up rate. There must be no clear 
evidence that assignment to the intervention influenced the outcomes of participants through channels 
other than take-up of the intervention. 

• Criterion F. The manuscript must provide evidence that the forcing variable is a strong predictor 
of participation in the intervention. In a regression of program participation on a treatment indicator 
and other covariates, the coefficient on the treatment indicator must report a minimum F statistic of 
16 or a minimum t statistic of 4.76 For FRDD studies with more than one indicator for being above or 
below the cutoff, see the WWC Version 4.1 Standards for RCTs that report CACE estimates for the 
minimum required first-stage F statistic. 

• Criterion G. Authors must use a local regression or related nonparametric approach in which 
FRDD impacts are estimated within a justified bandwidth, meaning a bandwidth selected using a 
systematic procedure that is described and supported in the methodological literature. Ideally, this 

 
75 An important consideration when interpreting and applying these standards is that they are focused on the causal 
validity of impact estimates, not on appropriate interpretation of impact estimates. While the reduced form impact 
estimate may be a valid estimate of the effect of being below (or above) the RDD cutoff, interpreting that impact can 
be challenging in some contexts. In particular, while the reduced form RDD impact is methodologically analogous 
to the intent to treat (ITT) impact from an RCT, the substantive interpretation can be entirely different. Addressing 
these interpretive issues is beyond the scope of these standards, but we urge users of these standards to think 
carefully about interpretation. 
76 Stock and Yogo (2005). The F statistic must be for the instrument only—not the F statistic for the entire first stage 
regression. If the unit of assignment does not equal the unit of analysis, then the F statistic or t statistic must account 
for clustering using an appropriate method (such as boot-strapping, hierarchical linear modeling [HLM], or the 
method proposed by Lee and Card, 2008). Also, in a working paper, Fier, Lemieux, and Marmer (2016) suggested 
that in the FRDD context, the minimum first-stage F statistic that ensures asymptotic validity of a 5 percent two-
sided test is much higher than would be required in a simple IV setting; specifically, they suggest 135. Until a 
published paper provides an F statistic cutoff that is appropriate for FRDD studies that use a justified bandwidth, the 
F statistic of 16 will be used as the interim criterion for assessing instrument strength. 
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method would be justified for the FRDD impact estimate, not just the numerator of the FRDD 
estimate. However, two other approaches are acceptable. First, it is acceptable to use separate 
bandwidths for the numerator and denominator, if both are selected using a justified approach, such as 
the IK algorithm applied separately to the numerator and denominator. Second, it is acceptable to use 
the bandwidth selected for the numerator if that bandwidth is smaller than or equal to a justified 
bandwidth selected for the denominator. 

• Criterion H. If Criterion G is not met, the manuscript can still partially satisfy the standard if the 
FRDD impact is estimated using a bandwidth that is only justified for the numerator, even if it is 
larger than a bandwidth justified for the denominator. This criterion is also satisfied if the 
denominator is estimated using a “best fit” functional form. That is, the functional form of the 
relationship between program receipt and the forcing variable must be shown to be a better fit to the 
data than at least two other functional forms. Any measure of goodness of fit from the methodological 
literature can be used, such as the Akaike Information Criterion or adjusted R-squared. 

A manuscript about an RDD study can satisfy or partially satisfy this standard if it meets the relevant 
criteria in Table C.6. A manuscript does not satisfy this standard if any of criteria A–F are not satisfied, or 
if both criteria G and H are not satisfied. 
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Table C.6. Satisfying the fuzzy regression discontinuity design standard (standard 5) 

Criterion 

To completely satisfy the 
standard, the manuscript 

about the RDD study: 

To partially satisfy the 
standard, the 

manuscript about the 
RDD study: 

A.  The participation indicator must be a binary 
indicator 

Must satisfy this criterion. Must satisfy this criterion. 

B.  The estimation model must have exactly one 
participation indicator 

Must satisfy this criterion. Must satisfy this criterion. 

C.  The indicator for being above or below the 
cutoff must be a binary indicator for the 
groups 

Must satisfy this criterion. Must satisfy this criterion. 

D.  The same covariates must be included in (1) 
the analysis that estimates the impact on 
participation and (2) the analysis that 
estimates the impact on outcomes 

Must satisfy this criterion. Must satisfy this criterion. 

E.  No clear violations of the exclusion restriction Must satisfy this criterion. Must satisfy this criterion. 
F.  Evidence that the forcing variable is a strong 

predictor of participation in the intervention 
Must satisfy this criterion. Must satisfy this criterion. 

G. Local regression or related nonparametric 
approach with a justified bandwidth 

Must satisfy this criterion. Does not need to satisfy 
this criterion. 

H.  Local regression or related nonparametric 
approach with a bandwidth that is only 
justified for the numerator or the denominator 
is estimated using a best fit functional form 

Does not need to satisfy this 
criterion. 

Must satisfy this criterion. 

D. Applying standards to studies that report multiple impact estimates 

Some manuscripts about RDD studies report multiple separate impacts (findings), for example, impacts 
for different outcomes or subgroups of interest. Each of the standards described above will be applied to 
each outcome-subgroup combination, resulting in a separate rating for each combination. The overall 
rating for the manuscript will be the highest rating attained by any outcome-subgroup combination that is 
eligible for review by HomVEE and will apply to only the combination(s) with that rating. In Section E, 
we address the special case of impacts that are pooled or aggregated across multiple combinations of 
forcing variables, cutoffs, and samples. 

E. Applying standards to studies that involve aggregate or pooled impacts 

Some manuscripts about RDD studies may report pooled or aggregate impacts for some combinations of 
forcing variables, cutoffs, and samples. By “pooled impact,” we mean that data from each combination of 
forcing variable, cutoff, and sample are standardized and grouped into a single dataset for which a single 
impact is calculated. By “aggregate impact,” we mean a weighted average of impacts that are calculated 
separately for every combination of forcing variable, cutoff, and sample. 

The overall rating for the manuscript will be the highest rated impact—including pooled and aggregate 
impacts—presented in the manuscript. Authors may improve the rating of a pooled or aggregate impact 
by excluding combinations of forcing variables, cutoffs, and samples rate low for reasons that are clearly 
exogenous to intervention participation. For example, in a multisite study, a site that fails the institutional 
check for manipulation could be excluded from the aggregate impact, resulting in a higher rating for the 
aggregate impact. However, potentially endogenous exclusions—those potentially influenced by the 
intervention—will not improve the rating of an aggregate impact because standards will be applied as if 
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those exclusions were not made. For example, excluding sites that have a high differential attrition rate 
from an aggregate impact will not improve the rating of that impact because for the purpose of applying 
the attrition standard, we will include those sites. The burden of proof falls on the authors to demonstrate 
that any exclusions from the aggregate impact were made for exogenous reasons. 

For each impact that is based on a single forcing variable, cutoff, and sample, the standards can be 
directly applied as stated in Section C. 

For pooled or aggregate impacts that are based on multiple forcing variables, cutoffs, or samples, 
additional guidance for applying the standards is provided next. 

Standard 1: Integrity of the forcing variable 
• Criterion A. If the institutional integrity of the forcing variable is not satisfied for any combination 

of forcing variable, cutoff, and sample that are included in a pooled or aggregate impact, then this 
criterion is not satisfied for that pooled or aggregate impact. However, it is permissible to exclude 
from a pooled or aggregate impact cases that do not satisfy this criterion. For example, if a pooled or 
aggregate impact is estimated using data from five sites, and the institutional integrity of the forcing 
variable is not satisfied in one of those five sites, then the pooled or aggregate impact does not satisfy 
this criterion. However, a pooled or aggregate impact estimated using data from only the four sites for 
which the institutional integrity of the forcing variable is satisfied would satisfy this criterion. 

• Criterion B. For an aggregate or a pooled impact, this criterion is satisfied if it is satisfied for every 
unique combination of forcing variable, cutoff, and sample that contributes to the pooled or 
aggregate impact. In the case of a pooled impact, applying an appropriate statistical test to the pooled 
data can also satisfy this criterion. It is permissible to exclude from a pooled or aggregate impact cases 
that do not satisfy this criterion. 

• Criterion C. For an aggregate or a pooled impact, this criterion is satisfied if it is satisfied for every 
unique combination of forcing variable, cutoff, and sample that contributes to the pooled or aggregate 
impact. In the case of a pooled impact, providing a single figure based on the pooled data can also satisfy 
this criterion. It is permissible to exclude from a pooled or aggregate impact cases that do not satisfy this 
criterion. 

Standard 2: Attrition 

In the case of a pooled impact, the attrition standard described in Section C can be applied directly if the 
authors calculate and report overall and differential attrition using the pooled sample. Any sample 
excluded from calculating the pooled or aggregate impact for reasons of endogeneity—that is, because the 
sample was potentially influenced by the intervention—cannot be excluded from the attrition calculation. 

In the case of an aggregate impact, the attrition standard can be applied to the overall and differential 
attrition rates calculated as weighted averages of the overall and differential rates calculated for each 
unique combination of forcing variable, cutoff, and sample that contribute to the aggregate impact. 
Authors must calculate overall and differential attrition for each of those unique combinations in a way 
that is consistent with the standard described in Section C, and the weights used in aggregation must be 
the same weights used to calculate the weighted impact being reviewed. The attrition standard described 
in Section C is then applied to the combination of overall and differential attrition based on the weighted 
average. 
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Standard 3: Continuity of the relationship between the outcome and the forcing variable 

• Criterion A. In the case of a pooled impact, this criterion can be applied as described in Section C 
without modification. In the case of an aggregate impact, baseline equivalence can be established by 
applying the same aggregation approach to the impacts on baseline covariates as is used to aggregate 
impacts on outcomes. 

• Criterion B. In the case of a pooled impact, this criterion can be applied as described in Section C 
without modification. In the case of an aggregate impact, the requirements for this criterion must be 
applied cumulatively across all combinations of forcing variables, cutoffs, and samples. Specifically, 
there must not be evidence of a discontinuity larger than twice the standard error of the impact at any 
noncutoff value within the bandwidth of any forcing variable for any sample. This means that a 
graphical analysis must be presented for every combination of forcing variable, cutoff, and sample. In 
cases where impacts from disjointed—that is, nonoverlapping—samples are being aggregated, it is 
acceptable to exclude from the aggregate impact any impacts from samples that do not satisfy this 
criterion, such an exclusion is considered exogenous. 

• Criterion C. In the case of a pooled impact, this criterion can be applied as described in Section C 
without modification. In the case of an aggregate impact, the requirements for this criterion must be 
applied cumulatively across all combinations of forcing variables, cutoffs, and samples. That is, at 
least 95 percent of estimated impacts at values of the forcing variables other than the cutoffs, across 
all samples, must be statistically insignificant. In cases where impacts from disjointed samples are 
being aggregated, it is acceptable to exclude from the aggregate impact any impacts from samples 
that do not satisfy this criterion; such an exclusion is considered exogenous. 

Standard 4: Functional form and bandwidth 

In the case of a pooled impact, this standard can be applied as described in Section C without 
modification. 

In the case of an aggregate impact, criteria A, B, C, E, and F of this standard must be applied to every 
impact included in the aggregate. Any impacts excluded from the aggregate because they do not satisfy 
one of those criteria will be treated as attrition. The aggregate impact will receive the lowest rating from 
among all of these impacts. 

Criterion D can be applied only to the aggregate impact. That is, it is sufficient to demonstrate 
robustness of the aggregate impact—it is not necessary to show robustness of every impact included in 
the aggregate, although showing robustness for every individual impact is also acceptable. 

Standard 5: Fuzzy regression discontinuity design 
In the case of a pooled impact, this standard can be applied as described in Section C without 
modification. 

In the case of an aggregate impact, this standard must be applied to every impact included in the 
aggregate. Any impacts excluded from the aggregate will be treated as attrition, with two exceptions—
impacts may be excluded if they do not meet criterion E or F. The aggregate impact will receive the 
lowest rating from among all of these impacts. 
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F. Cluster-assignment regression discontinuity designs 

Following the WWC, HomVEE considers an RDD study to be a cluster-assignment study when 
individuals are assigned to conditions in groups and the outcome measure is assessed for individuals 
within clusters. The same two screening conditions for cluster-assignment group design studies apply as 
are discussed in Section B of this appendix. We provide additional criteria for applying the five RDD 
standards to cluster-assignment RDDs here. These criteria describe how and when to use cluster- or 
individual-level data to satisfy each RDD standard. 

As with cluster group design studies, cluster RDDs can satisfy HomVEE standards for effects of an 
intervention on individuals or on clusters. HomVEE initially reviews a manuscript about a cluster RDD 
study for evidence of an intervention’s effect on individuals. If an effect on individuals cannot be credibly 
demonstrated, then HomVEE reviews the evidence of an intervention’s effect on clusters, where changes 
in the composition of individuals within the clusters may influence the observed effect. When a 
manuscript about an RDD study satisfies the standards for effects of the intervention on individuals, it 
may be eligible for the rating of high. 

However, the observed impact estimate in an RDD manuscript that satisfies standards for effects on 
clusters but not on individuals potentially represents a combination of the effect of the intervention on 
individuals and a composition effect due to different types of individuals entering intervention and 
comparison clusters. Therefore, when an RDD manuscript satisfies only those standards for effects on 
clusters, it is only eligible to be rated moderate. 

Standards 1, 4, and 5 

These standards are assessed in the same way whether the manuscript is being reviewed for evidence of 
an intervention’s effect on individuals or on clusters. Each of these standards is assessed using the criteria 
described in Section C, using individual-level or cluster-level data. For example, if neighborhoods are 
assigned to conditions and the authors estimate the impact of a home visiting program on family economic 
self-sufficiency using family poverty index scores averaged to the neighborhood level, then criteria B and C 
of Standard 1 (integrity of the forcing variable) could be assessed using neighborhood-level data or family-
level data (the assessment of criterion A does not rely on study data). 

Standard 2: Attrition 

The attrition standard can be completely or partially satisfied in the review of a cluster RDD for effects 
on individuals. If the standard is not satisfied in the review for effects on individuals, then it may be 
partially satisfied (but not completely satisfied) in the review of the manuscript for effects on clusters. 

Review of a cluster RDD for effects on individuals 
In the review of a cluster RDD for evidence of effects on individuals, individuals who enter clusters after 
the results of assignment are known may pose a risk of bias. Therefore, the attrition standard includes an 
assessment of potential risk of bias from joiners. If the analytic sample includes individuals who joined 
clusters after random assignment and those individuals pose a risk of bias, then the attrition standard can 
only be partially satisfied, and the highest rating the manuscript about the study can receive is moderate. 

For a manuscript about a cluster-assignment RDD study to completely satisfy the attrition standard in the 
review for evidence of effects on individuals, the manuscript must meet the following three requirements: 
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• Limit the risk of bias from individuals who entered clusters after assignment as described in WWC 
Version 4.1 standards for cluster RCTs (see Chapter III). 

• Meet the same requirements for completely satisfying the standard using individual-level data within 
nonattriting clusters, applying an acceptable reference sample as the denominator of the attrition 
calculation (see Chapter III). 

• Meet the requirements for completely satisfying the standard as described in C of this RDD standard 
by using cluster-level data. 

To partially satisfy the standard in the review for evidence of effects on individuals, the manuscript must 
meet the following requirements: 

• Limit the risk of bias from individuals who entered clusters after assignment. 

• Meet the same requirements for completely or partially satisfying the standard using individual-level 
data within nonattriting clusters, applying an acceptable reference sample. 

• Meet the requirements for completely or partially satisfying the standard as described in Section C of 
this RDD standard by using cluster-level data. 

Review of a cluster RDD for effects on clusters 

In the review of a cluster RDD for evidence of effects on clusters, the manuscript cannot completely 
satisfy the attrition standard because of the risk that impact estimates may in part reflect compositional 
changes. 

To partially satisfy the standard in the review of evidence of effects on clusters, the manuscript must meet 
the following two requirements: 

• Meet the requirements for completely or partially satisfying the standard as described in Section C by 
using cluster-level data. 

• Demonstrate that the analytic sample of individuals used to estimate the impact of the intervention is 
representative of the clusters as described in HomVEE standards for cluster RCTs (see handbook 
Chapter III, Section C.1). The attrition calculations for this representativeness requirement must be 
performed using an approach that would completely or partially satisfy the RDD attrition standard 
described in Section C above. 

Standard 3: Continuity 

The continuity standard can be completely or partially satisfied in the review of a cluster RDD for 
effects on individuals. If the standard is not satisfied in the review for effects on individuals, then it may 
be partially satisfied, but not completely satisfied, in the review of the manuscript for effects on clusters. 

Review of a cluster RDD for effects on individuals 

For a cluster RDD to completely satisfy this standard, the manuscript must meet the requirements for 
satisfying the continuity standard described in Section C, above. If the attrition standard is not satisfied in 
the review for effects on individuals, then criterion A of the continuity standard must be satisfied using 
the analytic sample of individuals—those who contribute outcome data to the impact analysis. When 
authors analyze outcomes aggregated to the cluster level, the analytic sample of individuals are those who 



HomVEE Version 2 Handbook 

 136 

contribute outcome data to the cluster-level averages. These requirements can be met using individual-
level or cluster-level data. 

For a cluster RDD to partially satisfy the standard, the manuscript must meet the requirements for 
partially satisfying the continuity standard described in Section C. Again, if the attrition standard is not 
satisfied in the review for effects on individuals, then criterion A of the continuity standard must be 
satisfied using the analytic sample of individuals. 

Review of a cluster RDD for effects on clusters 

In the review of a cluster RDD for evidence of effects on clusters, the manuscript cannot completely 
satisfy the continuity standard because of the risk that impact estimates may in part reflect compositional 
changes. 

To partially satisfy the standard in the review of evidence of effects on clusters, the manuscript about the 
study must meet the following requirements: 

• Meet the requirements for completely or partially satisfying the continuity standard as described in 
Section C, where criterion A of the standard must be satisfied using the analytic sample of clusters if 
the attrition standard is not satisfied in the review for effects on clusters. 

• Demonstrate that the sample of individuals used to assess criterion A of the continuity standard is 
representative of the clusters as described in HomVEE standards for cluster RCTs (see handbook 
Chapter III, Section C.1).  

• Demonstrate that the samples of individuals used to assess criteria B and C of the continuity standard 
and the analytic sample used to estimate impacts are representative of the clusters as described in 
WWC Version 4.1 standards for cluster RCTs. Frequently, the samples used to assess these criteria 
will be identical to those used to assess impacts, so this representativeness requirement need only be 
assessed once. 

G. Reporting requirement for studies with clustered sample 

As is the case in RCTs, clusters of individuals or families might be assigned in groups to the intervention 
and comparison conditions. Clustering affects standard errors but does not lead to biased impact 
estimates, so if authors do not appropriately account for the clustering of students, a manuscript about an 
RDD study can still rate moderate or high if it satisfies the standards described above. However, because 
the statistical significance of findings is used for the rating of the effectiveness of an intervention, when 
observations are clustered into groups and the unit of assignment, the cluster, differs from the unit of 
analysis, the individual, authors must account for clustering using an appropriate method in order for 
findings reported by the author to be included in the rating of effectiveness. Appropriate methods 
including boot-strapping, multilevel linear modeling, or the method proposed by Lee and Card (2008). If 
the authors do not account for clustering, then HomVEE will not rely on the statistical significance of the 
findings from the manuscript. 

H. Reporting requirement for dichotomous outcomes 

For dichotomous outcomes, authors must provide the predicted mean outcome—that is, the predicted 
probability—at the cutoff estimated using data from below the cutoff and the predicted probability at the 
cutoff estimated using data from above the cutoff. Both predicted probabilities must be calculated using 
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the same statistical model that is used to estimate the impact on the outcome at the cutoff. These predicted 
probabilities are needed in order for findings reported by the author for those outcomes to be included in 
the rating of effectiveness. 
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This appendix replicates the What Works Clearinghouse Version 4.1 standards and procedures for 
research with this design, except for minor wording changes to tailor them to the HomVEE context.77

77 What Works Clearinghouse. (2020). Handbooks and Other Resources: Procedures and Standards Handbooks. 
Retrieved June 4, 2020, from https://ies.ed.gov/ncee/wwc/handbooks. 

  

A. Identifying whether a manuscript is about a single-case design study 

These standards are intended to guide reviewers in identifying and evaluating single-case design research 
(SCDs). If a study is an eligible SCD, any manuscript about it is reviewed using the rating criteria to 
determine whether it receives a rating of high, moderate, or low.78

78 For manuscripts about studies that are rated moderate or high only, HomVEE calculates a design-comparable 
effect size is calculated if it is possible to do so. See Section D of this appendix. 

  

Eligible SCDs are identified by the following features: 

• An individual case is the unit of intervention administration and data analysis. A case may be a single 
participant or a cluster of participants, such as a home visiting clients in a given county or ZIP code. 

• Within the design, the case can provide its own control for purposes of comparison. For example, the 
case’s series of outcome variables prior to the intervention is compared with the series of outcome 
variables during and after receiving the intervention. 

• The outcome variable is measured repeatedly within and across different conditions or levels of the 
independent variable. These different conditions are referred to as phases, such as the first baseline 
phase, first intervention phase, second baseline phase, and second intervention phase. 

The standards for SCDs apply to a wide range of designs, including ABAB designs, multiple baseline 
designs, alternating and simultaneous intervention designs, changing criterion designs, and variations of 
these core designs like multiple probe designs. Even though SCDs can be augmented by including one or 
more independent comparison cases, in this document, these SCD standards address only the core SCDs 
and are not applicable to the augmented independent comparison SCDs. 

B. Determining a manuscript rating 

If the study appears to be an SCD, the following rules are used to determine whether the manuscript about 
the study rates high, moderate, or low. In order to meet standards, the following design criteria must be 
present, as illustrated in Exhibit D.1: 

1. Data availability 
• Authors of manuscripts about SCD studies must provide raw data in graphical or tabular format to 

permit visual analysis of the data to help HomVEE assess whether the study meets requirements for 
internal validity for SCDs. 

2. Independent variable 
• The independent variable indicating assignment to the intervention must be systematically 

manipulated; the researcher will determine when and how the independent variable conditions change. 

 

https://ies.ed.gov/ncee/wwc/handbooks
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3. Inter-assessor agreement 
• For each case, the outcome variable must be measured systematically over time by more than one 

assessor. The design needs to collect inter-assessor agreement (IAA) in each phase and at least 20 
percent of the data points in each baseline and intervention condition, and the IAA must meet 
minimal thresholds. IAA, commonly called interobserver agreement, must be documented on the 
basis of a statistical measure of assessor consistency. Although there are more than 20 statistical 
measures to represent IAA (for example, Berk, 1979; Suen & Ary, 1989), commonly used measures 
include percentage or proportional agreement and Cohen’s kappa coefficient, which adjusts for the 
expected rate of chance agreement (Hartmann, Barrios, & Wood, 2004). According to Hartmann et 
al., (2004), minimum acceptable values of IAA are at least 0.80, if measured by percentage 
agreement, and at least 0.60, if measured by Cohen’s kappa. The IAA needs to meet these minimum 
values for each outcome across all phases and cases, but not separately for each case or phase. If the 
manuscript does not meet these minimum values for each outcome across all phases and cases, then 
it is rated low.79

79 HomVEE will conduct author queries if the authors do not report the total percentage of sessions checked for 
IAA, whether IAA was checked at least once in each phase for each participant, or the IAA statistic—for example, 
percentage agreement—was used to demonstrate reliability. HomVEE also will conduct an author query if the 
authors do not specify that IAA data were collected during each phase and for each case for an outcome. 

 

4. Residual treatment effects (if applicable) 
• Alternating treatment (AT) designs and designs with an intervening third condition are potentially 

subject to residual treatment effects—responses within phases and conditions that are caused by 
interventions in previous phases and conditions. When there are three or more interventions in an 
alternating treatment design, the reviewer must ensure that there are no residual treatment effects. If 
an intervention is judged to have a reasonable likelihood of residual treatment effects, the manuscript 
is rated low. 

− When a review team identifies an eligible alternating treatment design experiment that uses three 
or more interventions, the review team will ask a subject matter expert to determine whether 
residual treatment effects are likely given the specific interventions and outcomes in the 
experiment (HomVEE can rely on previous approval of similar conditions and outcomes from the 
subject matter expert; the plausibility of residual effects is not uniquely informed by the data in a 
given manuscript). HomVEE will then assign the manuscript for review and pass along the 
subject matter expert determination to the reviewers. Reviewers then raise any additional 
concerns they have about residual treatment effects as part of their reviews. 

− In most cases, the plausibility of residual treatment effects is based on theoretical and contextual 
considerations. Concerns about residual treatments will focus on study design and intervention 
characteristics, rather than on observed data. 

− If the subject matter expert and reviewer both agree that there are likely to be residual treatment 
effects, then the manuscript is rated low because the measures of effectiveness cannot be 
attributed solely to the intervention. 

− If the subject matter expert and reviewer disagree, then review team leadership will revisit the 
issue with the subject matter expert. If the subject matter expert and reviewer both agree that 
residual treatment effects are unlikely, then the reviewer will complete the review assuming there 
are no residual treatment effects. 
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• Reversal-withdrawal designs, multiple baseline, and multiple-probe designs generally have longer 
phases than alternating treatment designs, which means more time will pass between the 
noncontiguous phases that will be compared (for example, between the first B and second A in an 
ABCAB reversal-withdrawal design); this feature may make residual effects less important even if 
they are present. If the reviewer and subject matter expert agree that residual effects are unlikely, or 
are unlikely to be meaningful, then the reviewer(s) will work with the review team leadership and 
subject matter experts to identify how best to proceed with the review, focusing only on the 
intervention of interest and the relevant comparison condition when assigning a manuscript rating 
(that is, ignoring any third or fourth interventions). The alternating treatment design guidance can be 
used as a foundation. 

5. Other concerns 
• Confounding factor. The study must not have a confounding factor. In SCDs, when study 

participants experience a different interventionist (for example, home visitor or parent manipulating 
the intervention condition) across baseline and intervention phases of the study, the study has a 
potential confounding factor. As it can sometimes be difficult to determine whether something is a 
confounding factor, readers are referred to the WWC Version 4.1 standards handbook for additional 
guidance and examples for the identification of confounding factors in SCDs. 

• Training phases, if present, cannot overlap. Once reviewers have determined that the timing of 
sessions is presented consistently, they will assess concurrence and effects. In order to have 
concurrence, the cases still in the baseline phase must continue baseline measurement at or after the 
time point when a preceding case has the first intervention probe after completing their training. In 
other words, there can be no overlap in the training phases among the cases in the experiment. 

− If this requirement is not met, then there is no concurrence—the design cannot exclude threats to 
internal validity and will be rated low because there are insufficient data to evaluate the attempts 
to demonstrate an intervention effect. 

− If this requirement is met, the experiment can be rated moderate or high. In addition, when 
evaluating concurrence in multiple-probe designs, HomVEE also requires that “Each case not 
receiving the intervention must have a probe point in a session where another case either first 
receives the intervention or reaches the prespecified intervention criterion.” 80 When impacts are 
expected only after complete delivery of the training, the “first receives the intervention” 
language will be interpreted as the time point when a case has the first intervention probe after 
completing their training.  

6. Attempts to demonstrate effect over time and data points per phase 
• The manuscript must report at least three attempts to demonstrate an intervention effect at three 

different points in time.81 The three demonstrations criterion is based on professional convention 
(Horner, Swaminathan, Sugai, & Smolkowski, 2012). 

 
80 If HomVEE, in consultation with subject matter experts, determines there are exceptions to this standard, these 
will be specified in updates to this handbook. For example, extreme child maltreatment might warrant not requiring 
each case requiring a probe in a session where another case first receives the intervention or reaches the prespecified 
intervention criterion.  
81 Although atypical, there might be circumstances in which designs without three replications meet the standards. A 
case must be made by the review team leadership based on input from subject matter experts, and at least two 
reviewers must agree with this decision. 
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• Depending on the design type, phases must meet criteria involving the number of data points.82 

Failure to meet any of these criteria results in a manuscript rating of low. 

− Reversal or withdrawal (AB). Must have a minimum of four phases per case with at least five 
data points per phase to be rated high. Must have a minimum of four phases per case with at least 
three data points per phase to be rated moderate. Any phases based on fewer than three data 
points will result in the rating of low unless otherwise determined by review team leadership. 

− Multiple baseline and multiple probe. Must have a minimum of six phases with at least five data 
points per phase to be rated high. Must have a minimum of six phases with at least three data 
points per phase to be rated moderate. Any phases based on fewer than three data points will 
result in the rating of low unless otherwise determined by review team leadership. The timing of 
the design’s implementation requires a degree of concurrence when the intervention is being 
introduced. Otherwise, these designs cannot be distinguished from a series of separate AB 
designs. 

− Alternating treatment. Must have a minimum of five data points per baseline or intervention 
condition and at most two data points per phase to be rated high. Must have four data points per 
condition and at most two data points per phase to be rated moderate. Any phases based on more 
than two data points will result in the rating of low unless otherwise determined by review team 
leadership. When designs include multiple intervention comparisons—for example, A versus B, 
A versus C, C versus B—each intervention comparison is rated separately. 

− Changing criterion. The reversal or withdrawal (AB) design standards will be applied to 
changing criterion designs. Each baseline or intervention change or criterion change will be 
considered a phase change. As such, there should be at least three different criterion changes to 
establish three attempts to demonstrate an intervention effect. In some studies using this design, 
the researcher may reverse or change the criterion back to a prior level to further establish that the 
change in criterion was responsible for the outcomes observed on the dependent variable. This 
will be considered a phase change, as in the reversal-withdrawal design. 

− Multiple-probe designs. These designs are a special case of multiple baseline design and must 
meet additional criteria because baseline data points are intentionally missing.83 Failure to meet 
any of these results in a manuscript rating of low. 
o Initial preintervention data collection sessions must overlap vertically. Within the first three 

sessions, the design must include three consecutive probe points for each case to be rated 
high and at least one probe point for each case to be rated moderate. 

o Probe points must be available just prior to introducing the independent variable. Within the 
three sessions just prior to introducing the independent variable, the design must include three 
consecutive probe points for each case to be rated high and at least one probe point for each 
case to be rated moderate. 

 
82 If HomVEE, in consultation with subject matter experts, determines that there are exceptions to this standard, 
these will be specified in updates to this handbook. For example, extreme child maltreatment might warrant a lower 
threshold of only one or two data points. 
83 If HomVEE, in consultation with subject matter experts, determines that there are exceptions to these standards, 
then HomVEE will publish an update to this handbook (for example, conditions when stable data patterns 
necessitate collecting fewer than three consecutive probe points just prior to introducing the intervention or when 
collecting overlapping initial preintervention points is not possible). 
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o Each case not receiving the intervention must have a probe point in a session where another 
case either first receives the intervention or reaches the prespecified intervention criterion. 
This point must be consistent in level and trend with the case’s previous baseline points. 

• Reversal-withdrawal, multiple-baseline, and multiple-probe designs may have more than the 
minimum required number of phases required to meet standards, for example, a reversal-withdrawal 
design with six phases (ABABAB) or a multiple baseline design with four cases where each case has 
two phases. 

− The reviewer will first conduct the review considering all phases and cases (that is, review the 
experiment as conducted and reported). If the experiment is rated high or moderate when 
considering all phases and cases, then the reviewer will complete the review without separately 
considering subsets of phases or cases. 

− If the experiment is rated low when considering all relevant phases (for example, because some 
phases do not have at least three data points), the reviewer will conduct the review considering 
the subset of consecutive phases (in a reversal-withdrawal design) or consecutive cases (in a 
multiple baseline or multiple probe design) with enough points and determine whether the subset 
can meet standards. There may also be multiple rigorous subsets of phases. Reviewers will select 
the subset aimed at measuring the effectiveness of the intervention of interest. When selecting a 
subset of phases or cases to review, reviewers will discuss the ultimate choice review team 
leadership. Reviewers will document the phases and cases used in the review and the reasons why 
some may have been excluded from the review. This information will also be documented in 
HomVEE products that cite the manuscript. 
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Exhibit D.1. Rating determinants for single-case designs 

The figure illustrates design criteria that must be present to determine whether the manuscript that includes a single-case design (SCD) should be rated high, moderate, or low. The criteria include data availability, the independent variable, interassessor 
agreement, residual treatment effects, and attempts to demonstrate an effect over time and data points per phase, all of which are detailed in the preceding narrative. To receive a high rating, a reversal/withdrawal design must have four or more phases with 
five or more points per phase, a multiple baseline design must have six or more phases with five or more points per phase, and an alternating treatment design must have five or more points per condition with two or fewer points per phase. To receive a 
moderate rating, a reversal/withdrawal design must have four or more phases with three or more points per phase, a multiple baseline design must have six or more phases with three or more points per phase, and an alternating treatment design must have 
four or more points per condition with two or fewer points per phase. To receive low rating, a reversal/withdrawal design must has three or fewer phases or two or fewer points per phase, a multiple baseline design has five or fewer phases with or two or 
fewer points per phase, and an alternating treatment design has three or fewer points per condition with more than two points per phase. 
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C. Nondesign components

This handbook discusses outcome requirements and confounding factors generally in Chapter III. The 
nature of SCDs necessitates additional specification on elements of the two nondesign components.  

1. Reliability

In SCDs, the minimum for percentage agreement—regardless of whether the metric is exact agreement or 
agreement within 1—is 80 percent (or .80). The minimum kappa or correlation is 0.60. IAA needs to meet 
these minimum values for each outcome across all phases and cases, but not separately for each case or 
phase. If the manuscript does not meet these minimum values for each outcome across all phases and 
cases, then it is rated low because the eligible outcomes do not meet requirements; more specifically, the 
outcomes do not meet minimum IAA thresholds.  

If authors do not report that at least 20 percent of the total sessions were checked for IAA and/or that IAA 
was checked at least once in each phase, then the manuscript is rated low because the eligible outcomes 
do not meet requirements; more specifically, the outcomes do not meet minimum IAA requirements.  

If authors do not report that IAA data were collected at least once for each phase or case combination, the 
manuscript is rated low because the eligible outcomes do not meet requirements; more specifically, the 
outcomes do not meet minimum IAA requirements.  

When a manuscript does not report reliability statistics for an outcome measure, HomVEE will ask the 
authors to provide a statistic.  

2. Confounding Factors:

In some SCD studies, a component of the study design or the circumstances under which the intervention 
was implemented are perfectly aligned, or confounded, with either the baseline or intervention phase. 
That is, some factor is present for only one phase and absent for other phase(s). Because it is impossible 
to separate the degree to which an observed effect was due to the intervention and how much was due to 
the confounding factor, a manuscript about a study with a confounding factor is rated low because 
measures of effectiveness cannot be attributed solely to the intervention. 

Reviewers must decide whether there is enough information to determine that the only difference between 
phases that is not controlled for by design or analysis is the presence of the intervention. If not, there may 
be a confounding factor, and the reviewer must determine whether that factor could affect the outcome 
separately from the intervention. For HomVEE to determine that a confounding factor is present in the 
study, there must be evidence of its presence. A specific factor that is aligned with the baseline or 
intervention condition must be identified based on information in the manuscript or obtained from an 
author query.  

In SCDs, home visitors or parents—collectively labeled interventionists—can administer the intervention 
to study participants. When study participants experience a different interventionist across baseline and 
intervention phases of the study, the study has a potential confounding factor.  

As it can sometimes be difficult to determine whether something is a confounding factor, HomVEE 
reviewers will reference the latest WWC Version 4.1 guidelines and consult with SMEs when 
determining whether a potential confounding factor should affect the rating of an SCD manuscript.  
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D. Procedures for reporting SCD findings 

For SCD studies that are rated moderate or high, HomVEE will calculate a design-comparable effect size 
(D-CES) where feasible and appropriate in the judgment of review team leadership. The D-CES is 
comparable with a standardized mean-difference effect size. This is intended to be interpreted similarly to 
the Hedges’ g, the effect size HomVEE attempts to report where available for findings from RCT and 
NED studies (Pustejovsky, Hedges, & Shadish, 2014; Shadish, Hedges, & Pustejovsky, 2014). 

1. Approach to effect sizes for SCD studies 

SCDs involve multiple observations in treatment and comparison conditions for each individual. Despite 
the name, SCDs typically involve data from several individuals. For each individual, there are multiple 
observations within each treatment phase. 

A D-CES can be computed for a study that has three or more participants in a design that is multiple 
baseline across individuals, multiple probe across individuals, or a treatment reversal (AB)k design. In 
each case, the numerator of the effect size is a mean of the difference between observations in the treated 
and comparison conditions, averaged across individuals. The denominator of the effect size is an estimate 
of the between-person-within-condition standard deviation. Because the observations within persons are 
correlated, the computation of the degrees of freedom of the denominator and the variance of the effect 
size is more complex than in conventional between-subjects designs. Moreover, the number of degrees of 
freedom in the denominator is typically close to the number of participants, which is often rather small so 
that the bias correction, analogous to that used to compute Hedges’ g, is quite important. 

The statistical details and formulas for computing design-comparable effect sizes are given in the next 
section of this appendix. For a more complete exposition, see Hedges, Pustejovsky, and Shadish (2012); 
Hedges, Pustejovsky, and Shadish (2013); and Pustejovsky et al. (2014). 

Computing the D-CES requires access to raw outcome data by case, by observation occasion, and by 
treatment phase. The preferred method of obtaining raw data, if not presented in a suitable form in the 
manuscript being evaluated, is from the study authors. If study authors do not provide raw data but clear 
graphs are provided in the paper, then HomVEE reviewers may also use a graph-digitizing software to 
extract the individual points from a graph. 

When estimating the D-CES, HomVEE reviewers will begin with the following default specifications: 

1. Use restricted maximum likelihood as the default estimator. 
2. Specify the intervention effect as a fixed effect. 
3. Assume “no trend” at baseline or any later phases for the estimation of the D-CES in multiple 

baseline designs. 

Review team leadership may determine, on the basis of visual analysis or an appropriate algorithm, that 
the underlying data do not conform to the above specifications. HomVEE may, after consultation with the 
content and methodological experts, either change the above specifications or not compute the D-CES, if 
an appropriate method is not available. HomVEE will document the rationale for any departures from the 
default specifications for computing the D-CES. 
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2. Technical details of calculating design-comparable effect sizes from single-case designs 

As outlined in the section above, a D-CES can be computed for a study that has three or more participants 
in a design that is multiple baseline across individuals, multiple probe across individuals, or a treatment 
reversal design. Shadish, Hedges, and Pustejovsky (2014) provided a formula to compute the effect size 
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The D-CES for the multiple baseline (across individuals) and multiple probe (across individuals) designs 
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where N is the total number of timepoints, K is a degrees-of-freedom correction, and p
jG indicates which 

cases are in condition p at time point j, for j = 1,…, N and p = B for Baseline, T for Treatment. Finally, 
HomVEE applies the small sample correction and estimates the standard error of the small-sample 
corrected D-CES following equations 7 and 8, respectively, in Shadish, Hedges, and Pustjeovsky (2014). 
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This appendix replicates the What Works Clearinghouse Version 4.1 standards for research with this 
design, except for minor wording changes to tailor them to the HomVEE context. 84  

A. Analyses with missing data 

Despite the best efforts of researchers, sometimes it is not possible to collect data for all participants in a 
study sample. Authors might use a variety of analytical approaches to address missing data for baseline or 
outcome measures. For example, a manuscript might focus on the analytic sample of participants for 
which all data were collected, or the authors may impute values for the missing data so that more 
participants can be included in the analysis. The review process for a manuscript about a study with 
missing data depends on the study design (randomized controlled trial [RCT] or non-experimental 
comparison group design [NED]), the method used to address the missing data, and whether the sample 
examined in the manuscript has missing baseline data, outcome data, or both. This review process applies 
to RCTs and NEDs. It does not apply to regression discontinuity designs because the review process for 
those designs has requirements on missing data and sample loss that are specific to those designs. Also, 
this review process does not apply to single case design because these designs do not experience sample 
loss. 

The steps in the review process for RCTs and NEDs with missing data are outlined in Figure E.1. Steps 1 
and 2 must be performed for any manuscript about a study with missing data, Steps 3 and 4 relate to 
manuscripts with imputed outcome data in the analytic sample, and Step 5 relates to manuscripts with 
imputed or missing baseline data in the analytic sample. We describe each of these steps in detail next. 

 
84 What Works Clearinghouse. (2020). Handbooks and Other Resources: Procedures and Standards Handbooks. 
Retrieved June 4, 2020, from https://ies.ed.gov/ncee/wwc/handbooks. 

https://ies.ed.gov/ncee/wwc/handbooks
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Figure E.1. Manuscript ratings for randomized controlled trials and non-experimental comparison 
group designs with missing outcome or baseline data 

This flowchart describes the decision steps for determining manuscript ratings for randomized controlled trials or non-experimental comparison group design studies with missing outcome or baseline data. Step 1: Do the authors use an 
acceptable approach to address all missing data in the analytic sample? If yes, then step 2: is the design a low-attrition RCT (counting imputed outcomes as attrition)? If yes, the manuscript receives a high rating. If no, then step 3: Do the 
authors limit potential bias from imputed outcome data, if any outcome data are imputed? If no, or if the manuscript does not use an acceptable approach to address missing data in the analytic sample from step 1, the manuscript receives a low 
rating. If yes from step 3, then step 4: Is the design a high-attrition RCT that analyzes the full randomized sample using imputed data? If yes, then the manuscript is assigned a moderate rating. If no, then step 5: Are data in the analytic sample 
missing or imputed for any baseline measure required for establishing baseline equivalence? If no, then step 5a: Is baseline equivalence established for the analytic sample? If yes, the manuscript is assigned a moderate rating. If no, the 
manuscript is assigned a low rating. If data in the analytic sample are missing or imputed for any baseline measure required for establishing equivalence from step 5, then step 5b: Is baseline equivalence established using the largest baseline 
difference accounting for missing or imputed baseline data? If yes, the manuscript is assigned a moderate rating. If no, the manuscript is assigned a low rating. 

Note: To receive a rating of high or moderate, the manuscript must also satisfy the requirements in Chapter III, 
including, but not limited to, that the manuscript must examine at least one eligible outcome measure that 
meets review requirements and be free of confounding factors. 
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Step 1. Do authors use an acceptable approach to address all missing data in the 
analytic sample? 

The first step in the review process for manuscripts with missing data is to determine whether any 
imputed data used in the analysis were generated using an acceptable imputation method. To be eligible 
to be rated moderate or high, an analysis must use one of the methods described in Table E.1 to address 
the missing data. This requirement applies to all data used in the analysis, whether for an outcome 
measure or a baseline measure. More specifically, the requirement applies both to baseline measures that 
are required for assessing baseline equivalence and those that are not. 

Analyses that include any imputed outcome or baseline data based on other approaches not listed in 
Exhibit III.19 are rated low. 

When an analysis uses one or more of these methods and satisfies all other requirements to receive a 
rating of moderate or high, HomVEE will report findings, including effect sizes, according to the general 
approach to HomVEE reporting outlined in Chapter II of this handbook. However, HomVEE will not 
report statistical significance for methods that do not provide accurate standard error estimates. For some 
other methods, HomVEE will report statistical significance provided certain requirements are met, as 
described in the last column in Table E.1. 

All but one of the acceptable approaches in Table E.1 can provide unbiased estimates of the effectiveness 
of an intervention based on the assumption that the missing data do not depend on unmeasured factors. 
The exception is complete case analysis, which requires a more restrictive assumption that the missing 
data also do not depend on measured factors. Because of this, many researchers have recommended 
against using complete case analysis to address missing data (for example, Little et al., 2012; Peugh & 
Enders, 2004). Nevertheless, HomVEE considers complete case analysis to be an acceptable approach for 
addressing missing data because possible bias due to measured factors can be assessed through the 
attrition standard and HomVEE’s baseline equivalence requirement, as described in Chapter III, Sections 
B.1 and B.2 of this handbook, respectively. 

In addition, Jones (1996) and Allison (2002) raised concerns about using the approach in the last row of 
Table E.1, imputation to a constant combined with including a missing data indicator, outside of RCTs. 
Consequently, HomVEE considers this approach acceptable for any baseline data in RCTs regardless of 
their sample attrition. However, in a NED or compromised RCT, the approach is acceptable only when 
applied to baseline measures that HomVEE does not require for assessing baseline equivalence. 

To obtain appropriate estimates of statistical significance in manuscripts about cluster-level assignment 
studies that analyze individual-level data, approaches to address missing outcome data must account for 
the correlation of outcomes within clusters. This can be done using standard approaches in complete case 
analyses. However, as noted in the last column of Table E.1, for HomVEE to confirm statistical 
significance in a manuscript about a study with cluster-level assignment that uses regression imputation, 
maximum likelihood, or nonresponse weights to address missing outcome data, and analyzes individual-
level data, the manuscript must provide evidence that the approach appropriately adjusts the standard 
errors for clustering by citing a peer-reviewed journal article or textbook that describes the procedure and 
demonstrates its effectiveness. In analyses using these three approaches that do not include an acceptable 
adjustment, HomVEE will not apply its adjustment for clustering, as described in Chapter III of this 
handbook, because it may not be accurate for analyses using these methods. HomVEE does not currently 
have a recommended method of calculating standard errors in these analyses of cluster-level assignment 
studies, and the burden for demonstrating that the approach is appropriate rests with the authors. 
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The training for HomVEE reviewers provides an overview of the approaches listed in Table E.1 and on 
the expectation that these approaches must be applied so that the findings from analyses that include 
imputed data meet HomVEE standards. Reviewers are instructed to bring questions on whether a 
manuscript about a study appropriately applied any of these methods to the review team leadership.  

Finally, if a manuscript about study uses an approach not listed in Table E.1, HomVEE may consider it an 
acceptable approach after consultation with experts if the following is also true: 

• The approach is supported with a citation to a peer-reviewed journal article or textbook that describes 
the procedure. 

• The cited research demonstrates that the approach can produce unbiased estimates under an 
assumption that the missing data are unrelated to unmeasured factors.,  

Table E.1. Acceptable approaches for addressing missing baseline or outcome data 
Approach Description Requirements Statistical significance 
Complete case 
analysis. 

Exclusion of observations with 
missing outcome and/or 
baseline data from the 
analysis. 

None. HomVEE has no additional 
requirements for reporting statistical 
significance from analyses that use 
this method. 

Regression 
imputation. 

A regression model to predict 
imputed values for the missing 
data. This includes estimating 
imputed values from a single 
regression model, and multiple 
imputation, which involves 
generating multiple datasets 
that contain imputed values for 
missing data through the 
repeated application of an 
imputation algorithm, such as 
chained equations. 

The imputation regression model must: 
1. Be conducted separately for the 

intervention and comparison groups 
or include an indicator variable for 
intervention status, 

2. Include all of the covariates that are 
used for statistical adjustment in the 
impact estimation model, and 

3. Include the outcome when imputing 
missing baseline data. 

Standard errors must be computed 
using a method that reflects the 
missing information, such as a 
bootstrap method, or multiple 
imputation. For multiple imputation, 
the statistical significance calculation 
must: 
1. Be based on at least five sets of 

imputations, and 
2. Account for (1) the within- 

imputation variance component, 
(2) the between-imputation 
variance component, and (3) the 
number of imputations. Most 
established multiple imputation 
routines satisfy this requirement. 

Additionally, a manuscript about a 
cluster-level assignment study with 
missing outcome data, analyzed 
using individual-level data, must 
provide evidence that the approach 
appropriately adjusts the standard 
errors for clustering by citing a peer- 
reviewed journal article or textbook 
that describes the procedure and 
demonstrates its effectiveness. 

Maximum 
likelihood. 

An iterative routine to estimate 
model parameters and impute 
values for the missing data. 
Some examples are the 
expectation-maximization 
algorithm and full information 
maximum likelihood. 

The procedure must use a standard 
statistical package or be supported with a 
citation to a peer-reviewed 
methodological journal article or 
textbook. 

Standard errors must be computed 
using a method that reflects the 
missing information, such as a 
bootstrap method, or estimates 
based on the information matrix. 
Additionally, a manuscript about a 
cluster-level assignment study with 
missing outcome data, analyzed 
using individual-level data, must 
provide evidence that the approach 
appropriately adjusts the standard 
errors for clustering by citing a peer- 
reviewed journal article or textbook 
that describes the procedure and 
demonstrates its effectiveness. 
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Approach Description Requirements Statistical significance 
Nonresponse 
weights. 

Use of weights based on 
estimated probabilities of 
having a nonmissing outcome, 
yielding greater weight for 
participants with a higher 
probability of having missing 
outcome data. For example, 
the probabilities may be 
estimated from a logit or probit 
model. 

Acceptable only for missing outcome 
data, not for missing baseline data. 
The estimated probabilities used to 
construct the weights must: 
1. Be estimated separately for the 

intervention and comparison groups 
or include an indicator variable for 
intervention status, and 

2. Include all baseline measures that 
are required for baseline 
equivalence. Including additional 
covariates is acceptable but not 
required because doing so may lead 
to less precise impact estimates 
without providing a substantial 
reduction in bias. 

The analysis must properly account 
for the stratified sampling associated 
with the weights (as discussed in 
Wooldridge (2002), p. 594). 
Additionally, a manuscript about a 
cluster-level assignment study with 
missing outcome data, analyzed 
using individual-level data, must 
provide evidence that the approach 
appropriately adjusts the standard 
errors for clustering by citing a peer- 
reviewed journal article or textbook 
that describes the procedure and 
demonstrates its effectiveness. 

Replacing 
missing data 
with a constant 
combined with 
including a 
missing data 
indicator. 

Setting all missing values for a 
baseline measure to a single 
value, and including an 
indicator variable for records 
missing data on the measure in 
the impact estimation model. 

Acceptable only for missing baseline 
data, not for missing outcome data. 
When applied to a baseline measure 
required for assessing baseline 
equivalence, the method is acceptable 
only in RCTs regardless of sample 
attrition, but not in NEDs or compromised 
RCTs. 

HomVEE has no additional 
requirements for reporting statistical 
significance from analyses that use 
this method. 

Note: Requirements in this table are based on recommendations in several sources, including Allison (2002), Azur, Stuart, 
Frangakis, and Leaf (2011); Little and Rubin (2002); Puma, Olsen, Bell, and Price (2009); Rubin (1987); Schafer (1999); 
and Wooldridge (2002). 

  



HomVEE Version 2 Handbook: DRAFT for Public Comment  

 160 

HomVEE review process for Step 1 of the review of manuscripts about studies with missing 
data 

• If the manuscript uses an acceptable approach to address all missing data in the analytic sample, 
then continue to Step 2. 

• If the manuscript does not use an acceptable approach to address all missing data in the analytic 
sample, then the manuscript is rated low. 

 

Step 2. Is the design a low-attrition randomized controlled trial (counting imputed 
outcomes as attrition)? 

The second step in the review process for manuscripts with missing data is to determine whether the 
manuscript reports a low-attrition RCT as described in Chapter III, Section B.1. When calculating overall 
and differential attrition rates, sample members with imputed outcome data are counted as missing 
because both missing and imputed data represent a potential threat of bias. The use of imputed data can 
mitigate that bias if the missing data do not depend on unmeasured factors, but otherwise may not. When 
attrition is low, HomVEE will ignore the potential bias from imputed data because the amount of missing 
or imputed data is unlikely to lead to bias that exceeds HomVEE’s tolerable level of potential bias. A 
low-attrition RCT is eligible to be rated high as long as the authors used an acceptable method to address 
missing data. 

WWC review process for Step 2 of the review of manuscripts about studies with missing data 

• If the study is a low-attrition RCT, then the study is eligible to receive the rating high. To receive this 
rating, the manuscript must also satisfy the requirements in Chapter III, including that the it must 
examine at least one eligible outcome measure that meets review requirements and be free of 
confounding factors. 

• If the study is a NED, high-attrition RCT, or compromised RCT, then continue to Step 3 of the 
review process for manuscripts about studies with missing data. 

Step 3. Do authors limit potential bias from imputed outcome data, if any outcome data 
are imputed? 

Imputed outcome data can affect the rating of a NED, high-attrition RCT, or compromised RCT in two 
ways. The first of these is addressed in this step. To be eligible for a rating of moderate, NEDs, high-
attrition RCTs, and compromised RCTs with imputed outcome data in the analytic sample must satisfy an 
additional requirement designed to limit potential bias from using imputed outcome data instead of actual 
outcome data. 

The imputation methods HomVEE considers acceptable are based on an assumption that the missing data 
depend on measured factors, not unmeasured factors. If that assumption does not hold, then impact 
estimates may be biased. Therefore, manuscripts about group design studies besides low-attrition RCTs 
that use acceptable approaches to impute outcome data must demonstrate that they limit the potential bias 
from using imputed data to measure impacts to less than 0.05 standard deviation as described in this step. 
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An analysis of a sample with imputed outcome data can produce biased estimates of the effect of the 
intervention if the participants with observed data differ from the participants with missing data, and some 
of the differences are unmeasured. In this case, if outcomes could be obtained for all sample members, 
then the average for participants in the intervention or comparison condition with observed outcome data 
would differ from the average for participants whose outcome data were not observed. Comparing the 
differences in these means for the intervention and comparison groups, if known, would indicate the 
magnitude of possible bias, but because the missing outcomes are not observed, HomVEE instead 
assesses the bias using baseline data. 

HomVEE estimates the potential bias from missing outcome data due to unmeasured factors by 
comparing means of the baseline measure required for assessing baseline equivalence, separately for the 
intervention and comparison groups, for two samples: the complete analytic sample and the analytic 
sample restricted to cases with observed outcome data. A smaller difference in these two means within 
one or both conditions lowers the likelihood that the missing data are related to factors that could lead to 
bias in the impact estimate. 

To translate the intervention and comparison group differences in baseline means into an estimate of bias 
in the outcome effect size, HomVEE uses the pooled standard deviation of the baseline measure and the 
correlation between the baseline and outcome measure. Section B of this appendix (Appendix E) provides 
the formulas HomVEE uses to estimate the potential bias (equations E.5.0–E.5.2). Section B of this 
appendix also describes the approach used when baseline equivalence must be assessed on multiple 
baseline measures, as is the case in HomVEE. The formulas used to assess the bias also differ depending 
on whether the baseline measure is observed for all participants in the analytic sample (equations E.10.0–
E.10.2 in this appendix). 

• When the baseline measure is observed for all participants in the analytic sample, HomVEE 
requires the following data from the authors: (a) the means and standard deviations of the baseline 
measure for the analytic sample, separately for the intervention and comparison groups—these are the 
same data used to assess baseline equivalence; (b) the means of the baseline measure for the 
participants in the analytic sample with observed outcome data, separately for the intervention and 
comparison groups; and (c) the correlation between the baseline and the outcome measures. The 
correlation can be estimated on a sample other than the analytic sample, such as the complete case 
sample, or from data from outside the study if a subject matter expert judges the settings to be similar. 
However, the correlation must not be estimated using imputed data. 

• When the baseline measure is imputed or missing for some participants in the analytic sample, 
in addition to (c), the following data are required: (d) the means of the baseline measure for the 
participants in the analytic sample with observed baseline data, separately for the intervention and 
comparison groups; (e) the means of the baseline measure for the participants in the analytic sample 
with observed baseline and outcome data, separately for the intervention and comparison groups; (f) 
the standard deviations of the baseline measure for either the sample of participants in the analytic 
sample with observed baseline data or the sample with observed baseline and outcome data; and (g) 
the number of participants with observed baseline data in the analytic sample by condition. 

If these data are not reported in the manuscript, then HomVEE will request them from the authors. There 
are two special considerations for applying the requirement in Step 3 when an analysis uses nonresponse 
weights or complete case analysis: 
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• An analysis that uses nonresponse weights to address missing outcome data must also satisfy the 
requirement to limit the potential bias from using imputed data. For these analyses, separately for the 
intervention and comparison groups, HomVEE compares a different pair of means of the baseline 
measure. Instead of the complete analytic sample, which for a nonresponse weighted analysis would 
be restricted to cases with observed outcome data, HomVEE uses the sample used to estimate the 
weights, including cases with missing outcome data. The second mean remains the sample with 
observed outcome data. 

• A complete case analysis that addresses missing data by excluding cases with missing outcome data, 
rather than imputing it, does not need to satisfy this requirement. The exclusion of complete case 
analyses from this requirement is not intended to imply that complete case analyses are believed to be 
a stronger approach for addressing missing data. Rather, HomVEE’s approach recognizes that the 
attrition standard and baseline equivalence requirement can limit bias in complete case analyses 
because the missing data affect the analytic sample. 

HomVEE review process for Step 3 of the review of manuscripts about studies with missing 
data 

• If the authors limit potential bias from imputed outcome data, as assessed using the formulas in this 
Appendix E, or the analytic sample contains no imputed outcome data, then continue to Step 4 of 
the review process for manuscripts about studies with missing data. 

• If the authors do not limit potential bias from unmeasured factors, then the manuscript is rated low. 

Step 4. Is the design a high-attrition RCT that analyzes the full randomized sample 
using imputed data? 

The fourth step in the review process for missing outcome data addresses a second way imputed outcome 
data can affect the rating of a manuscript. When authors analyze a high- attrition RCT by imputing 
outcome data so that they analyze the full sample that was randomized to conditions, the manuscript does 
not need to satisfy the baseline equivalence requirement to be eligible to receive the rating moderate. 

In general, HomVEE requires that high-attrition RCTs satisfy the baseline equivalence requirement 
because of a risk of bias from compositional differences between the remaining intervention and 
comparison group members. However, some high-attrition RCTs impute all missing outcome data and 
analyze the original randomized sample. These high-attrition RCTs do not need to satisfy the baseline 
equivalence requirement because of a presumption that intervention and comparison groups that result 
from random assignment are unlikely to have substantive compositional differences. Imputing missing 
outcome data and analyzing the full randomized sample preserves the integrity of the originally 
randomized groups. Although compositional differences are not considered a threat to bias, like other 
high-attrition RCTs, manuscripts about these studies are eligible to be rated only moderate. These 
manuscripts are not eligible for the highest rating because of the risk of bias from imputing a larger 
amount of missing outcome data compared with a low-attrition RCT. 

All NEDs, high-attrition RCTs that do not analyze the original randomized sample, and compromised 
RCTs must satisfy the baseline equivalence requirement (Step 5 in Figure E.1). 



HomVEE Version 2 Handbook: DRAFT for Public Comment  

 163 

HomVEE review process for Step 4 of the review of manuscripts about studies with missing 
data 

• If the design is a QED, high-attrition RCT that does not analyze the original randomized sample, or 
a compromised RCT, and the analytic sample does not include missing or imputed data for any 
baseline measure required for establishing baseline equivalence, then continue to Step 5a of the 
review process for studies with missing data. 

• If the design is a QED, high-attrition RCT that does not analyze the original randomized sample, or 
a compromised RCT, and the analytic sample includes some missing or imputed data for a baseline 
measure required for establishing baseline equivalence, then continue to Step 5b of the review 
process for studies with missing data. 

Step 5. Are data in the analytic sample missing or imputed for any baseline measure 
required for establishing baseline equivalence? 

NEDs, high-attrition RCTs that do not impute data to analyze the full randomized sample, and 
compromised RCTs must satisfy the baseline equivalence requirement to be eligible to be rated moderate. 
However, it is not possible for HomVEE to assess baseline equivalence on the full analytic sample using 
actual data when some data are missing or imputed for a measure required for assessing baseline 
equivalence. 

HomVEE review process for Step 5 of the review of manuscripts about studies with missing 
data 

• If the manuscript is about a high-attrition RCT that analyzes the original randomized sample, then 
the manuscript is eligible to receive the rating moderate and does not need to satisfy the baseline 
equivalence requirement. To receive this rating, the manuscript must also satisfy the requirements 
in Chapter III, including that the manuscript must examine at least one eligible outcome measure 
that meets review requirements and be free of confounding factors. 

• If the manuscript is about a study that is a NED, high-attrition RCT that does not analyze the original 
randomized sample, or a compromised RCT, then the manuscript must satisfy the baseline 
equivalence requirement to be eligible to receive the rating moderate. Continue to Step 5 of the 
review process for manuscripts with missing data. 

 

 

Step 5a. Is baseline equivalence established for the analytic sample? 

If all of the missing or imputed baseline data in the analytic sample are for baseline measures not required 
for satisfying baseline equivalence, or no baseline data are missing or imputed, then baseline equivalence 
can be assessed using the usual approach described in Chapter III, Section B.2. A manuscript that satisfies 
the baseline equivalence requirement using actual data for the analytic sample is eligible to be rated 
moderate. 
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HomVEE review process for Step 5a of the review of manuscripts about studies with missing 
data 

• If the manuscript satisfies the baseline equivalence requirement using actual baseline data, the 
manuscript is eligible to receive the rating moderate. To receive this rating, the manuscript must 
also satisfy the requirements in Chapter III, including that the manuscript must examine at least one 
eligible outcome measure that meets review requirements and be free of confounding factors. 

• If the manuscript does not satisfy the baseline equivalence requirement using actual baseline data, 
the manuscript is rated low. 

 

An analysis that uses nonresponse weights to address missing outcome data must satisfy baseline 
equivalence using observed data for the analytic sample using weighted means. 

Step 5b. Is baseline equivalence established using the largest baseline difference accounting for missing 
or imputed baseline data? 

If some data are missing or imputed for a baseline measure that is required for satisfying baseline 
equivalence, then HomVEE uses a different process to assess baseline equivalence. In this case, HomVEE 
estimates how large the baseline difference might be under different assumptions about how the missing 
data are related to measured or unmeasured factors. The largest of these estimates in absolute value is 
used as the baseline difference for the manuscript. 

Just as for manuscripts about studies with complete baseline data, a manuscript about a study with 
missing or imputed data for a required baseline measure is eligible to be rated moderate if the largest 
estimated standardized baseline difference does not exceed 0.25 standard deviation when the analysis 
includes an acceptable adjustment for the baseline measure, or 0.05 standard deviation otherwise. A 
manuscript that satisfies this alternative baseline equivalence requirement is eligible to be rated moderate. 

HomVEE’s approach to estimating the baseline difference in manuscripts about studies with missing or 
imputed baseline data is similar to the approach used to estimate bias from using imputed outcome data, 
described above. Instead of comparing means of the baseline measure, HomVEE compares means of the 
outcome measure, separately for the intervention and comparison groups, for two samples: the analytic 
sample and the analytic sample restricted to cases with observed baseline data. A larger absolute 
difference in these means within a group indicates that the data may be missing in a way that is related to 
unmeasured sample characteristics, and the measured impact of the intervention may be biased. 

To translate the intervention and comparison group differences in outcome means into an estimate of a 
baseline effect size, HomVEE uses the pooled standard deviation of the outcome measure and the 
correlation between the baseline and outcome measure. Section B of this appendix provides the formulas 
HomVEE uses to estimate the baseline effect size (equations E.15.0–E.15.3, E.17.0– E.17.3, E.21.0–
E21.3, and E.23.0–E.23.3). If baseline equivalence must be assessed on multiple baseline measures, the 
formulas must be applied to each required baseline measure. The formulas used to estimate the baseline 
difference vary based on two factors: whether the outcome measure is observed for all participants in the 
analytic sample and whether the outcome data are missing or imputed. 

• When the outcome measure is observed for all participants in the analytic sample, HomVEE 
requires the following data from the authors: (a) the means and standard deviations of the outcome 
measure for the analytic sample, separately for the intervention and comparison groups; (b) the means 
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of the outcome measure for the participants in the analytic sample with observed baseline data, 
separately for the intervention and comparison groups; (c) the correlation between the baseline and 
the outcome measures; and (d) an estimate of the baseline difference based on study data. As noted in 
Step 3 of the section on imputed outcome data, the correlation can be estimated on a sample other 
than the analytic sample but must not be estimated using imputed data. If the authors did not impute 
the baseline data, then HomVEE will use baseline means and standard deviations to measure the 
baseline difference for the portion of the analytic sample with observed baseline data. However, if the 
authors did impute baseline data, then HomVEE will include the imputed data when calculating the 
means but will use standard deviations based only on the observed data. 

• When the outcome measure is imputed for some participants in the analytic sample, in addition 
to (c) and (d) listed in the previous bullet point, the following data are required: (e) the means of the 
outcome measure for the participants in the analytic sample with observed outcome data, separately 
for the intervention and comparison groups; (f) the means of the outcome measure for the participants 
in the analytic sample with observed baseline and outcome data, separately for the intervention and 
comparison groups; (g) the standard deviations of the outcome measure for either the sample of 
participants in the analytic sample with observed outcome data or the sample with observed baseline 
and outcome data; and (h) the number of participants with observed outcome data in the analytic 
sample by condition. 

If these data are not reported in the manuscript, then HomVEE will request them from the authors. 

The two special considerations for applying the requirement in Step 5b when an analysis uses 
nonresponse weights or complete case analysis are as follows: 

• An analysis that uses nonresponse weights to address missing outcome data must satisfy baseline 
equivalence using observed data for the analytic sample using weighted means. 

• Because no baseline data are missing or imputed, a complete case analysis that excludes cases with 
missing baseline data must satisfy the baseline equivalence requirement using the observed data for 
the analytic sample, as described in Chapter III, Section B.2, rather than using the formulas in Section 
B of this Appendix E. In other words, the complete case analysis must satisfy baseline equivalence 
using the Step 5a described here and not Step 5b. 

  

HomVEE review process for Step 5b of the review of manuscripts about studies with missing 
data 

• If the baseline equivalence requirement is satisfied using the largest baseline difference (estimated 
according to the formulas in Section 2 of this Appendix E) accounting for the missing or imputed 
data, the study is eligible to receive a rating of moderate. To receive this rating, the design must 
also satisfy the requirements in Chapter III, including, but not limited to, that the study must examine 
at least one eligible outcome measure that meets review requirements and be free of confounding 
factors. 

• If the baseline equivalence requirement is not satisfied using the largest baseline difference 
accounting for the missing or imputed data, then the study is rated low. 
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B. Assessing the bias when the baseline measure is observed for all participants in the 
analytic sample 

The imputation methods that the WWC and HomVEE consider acceptable require assuming that data are 
missing at random (MAR), which means the missing data depend on measured factors but not on 
unmeasured factors. If that assumption does not hold, then the impact estimates may be biased. Therefore, 
non-experimental group designs (NEDs) and high-attrition randomized controlled trials (RCTs) that use 
acceptable approaches to impute outcome data must demonstrate that they limit the potential bias from 
using imputed data to measure impacts. Specifically, potential bias due to deviations from the MAR 
assumption must not exceed 0.05 standard deviation. 

HomVEE uses a proxy pattern-mixture modeling approach to estimate the largest possible bias in an 
impact estimate under a set of reasonable assumptions about how the missing data are related to measured 
and unmeasured factors (Andridge & Little, 2011). 

To bound the bias, we begin by specifying that the probability that we observe an outcome for a given 
subject is related to the baseline measure and the outcome, which is unmeasured for some cases. This 
probability in the intervention group ( )j i=  or comparison group ( )j c=  is given by the following 
function m: 

[E.1] ( ),j j
x y

x yP x y m
s s

λ
 

= +  
 

, 

where x is the baseline measure for a subject, y is the outcome measure for the subject, xs  and ys  are the 

standard deviations of the baseline and outcome measures, and jλ  measures the deviations from the 

MAR assumption for group j. When 0jλ = , the MAR assumption holds for group j because the missing 

data depend only on measured baseline data. As jλ  increases, the missingness depends more strongly on 
the outcome, which may be unmeasured. 

Following Andridge and Little (2011), we can write the unmeasured full-sample outcome mean in a group 
( )jy  as a function of the complete case outcome mean ( )jRy , the full-sample and complete case 

baseline means ( jx  and jRx ), and the correlation between the outcome and the baseline measure ρ : 

[E.2.0] ( ) y
j jR j j jR

x

s
y y f x x

s
ρ  = + −  , 

where the function of ρ  is assumed to be: 

[E.2.1] ( )
1

j
j

j

f
λ ρ

ρ
λ ρ

+
=

+
. 
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In many cases, the value of jy  will deviate more from the observed mean of jRy  when there is a larger 

absolute difference between the full-sample and complete case baseline means. Intuitively, this is because 
a larger difference means that the subjects with missing outcome data appear different from those with 
observed outcomes. 

When MAR holds, ( ) ( )i cf fρ ρ ρ= =  (because 0i cλ λ= = ), and the expected value of jy  is equal to 

what a researcher would obtain for the full-sample outcome mean when imputing missing values of the 
outcome measure with predicted values from a regression of the outcome on the baseline measure. But as 

iλ  or cλ  become larger, the value of ( )jf ρ  becomes larger (approaching 1 ρ ), and the outcome mean 

for the full sample will deviate from the researcher’s estimate of the mean using imputed data. 

The effect size obtained using an imputation method based on the MAR assumption can be written as the 
difference in the estimated full-sample intervention and comparison group outcome means with an 
adjustment for the baseline measure, given by: 

[E.3.0] [ ]{ } [ ]{ } [ ]( )1
MAR iR i iR cR c cR i c

y

g y c x x y c x x c x x
s

= + − − + − − − , 

where c is the coefficient from a regression of y on x, and is equal to ( )y xs sρ . 

But this equation can be generalized to the case where the MAR assumption does not hold: 

[E.3.1] ( ) [ ] ( ) [ ] [ ]1 y y
NMAR iR i i iR cR c c cR i c

y x x

s s
g y f x x y f x x c x x

s s s
ρ ρ

    
= + − − + − − −         

. 

Comparing MARg  and NMARg  gives the bias due to deviations from the MAR assumption: 

[E.4]  ( )( )[ ] ( )( )[ ]{ }1
y i i iR c c cR

x

Bias f x x f x x
s

ρ ρ ρ ρ= − − − − − . 

Because ( )jf ρ  is bounded between ρ  and 1 ρ , the largest bias, in absolute value, due to deviations 
from the MAR assumption is given by the maximum of the values given by the following three equations: 

[E.5.0]  [ ]
21 11 c cR

x
B x x

s
ρω

ρ
−

= −  

[E.5.1]  [ ]
21 12 i iR

x
B x x

s
ρω

ρ
−

= −  
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[E.5.2]  ( ) ( )
21 13 i ciR cR

x
B x x x x

s
ρω

ρ
−

 = − − −  . 

The bounds in equations E.5.0, E.5.1, and E.5.2 will be calculated using data reported in manuscripts or 
obtained from authors. The equations include the following data elements: (a) the means and standard 
deviations of the baseline measure for the analytic sample, separately for the intervention and comparison 
groups ( ix , cx , and the standard deviations are used to calculate the pooled within-group standard 

deviation xs 85

85 HomVEE will use the same procedures that the WWC uses to calculate pooled standard deviation, as indicated in 
section IV.A of the WWC Procedures Handbook, Version 4.1 (U.S. Department of Education 2020a) . 

); (b) the means of the baseline measure for the subjects in the analytic sample with 

observed outcome data, separately for the intervention and comparison groups ( iRx , cRx ); and (c) the 
correlation between the baseline and the outcome measures ( ρ ). We have applied a simple correction for 
bias in the unadjusted Hedges’ g effect size when the sample size is small, developed by Hedges (1981), 
which produces an unbiased effect size estimate by multiplying Hedges’ g by a factor of 

( )1 3 4 9Nω = − −   , with N being the total sample size.  

For simplicity, these bounds were derived for a single baseline measure. If multiple baseline measures 
were used to form the imputed values in a manuscript, it is acceptable, but not required, to replace the 
baseline means with the average predicted value of the outcome, that is, the average of the values used to 
make adjustments to the outcome measure to produce an adjusted mean. In this case, 1 xs  is removed 
from the calculation of the bounds and replaced with 1 ys  because the predicted values have units of the 
dependent variable. Additionally, when baseline equivalence is required on multiple baseline measures, 
the imputed values must adjust for all baseline measures (as required for establishing baseline 
equivalence) and that the bounds are calculated using the average of the predicted values. 

C. Assessing the bias when the baseline measure is imputed or missing for some 
subjects in the analytic sample 

When an analytic sample includes both imputed outcome data and missing or imputed baseline data, it is 
not possible to calculate the bounds in equations E.5.0–E.5.2. This is because the means of the baseline 
measure are unknown for the analytic sample and are possibly unknown for the restricted sample of 
subjects with observed outcome data. 

Instead, the bounds can be calculated using equations E.10.0–E.10.2. These bounds can be derived by 
first writing the full sample outcome mean as a weighted sum of the outcome mean for the sample with 
missing data on the baseline measure, and the sample with observed data on the baseline measure: 

[E.6.0]  ~
j jx jx

j j x jx
j j

n n n
y y y

n n
   −

= +      
   

, 

where jn  is the number of observations in the analytic sample for group j, jxn  is the number of 

observations in the analytic sample for group j with an observed value of the baseline measure, ~j xy  is the 

 



HomVEE Version 2 Handbook: DRAFT for Public Comment  

 169 

outcome mean for the observations in the analytic sample for group j missing the baseline measure, and 
jxy  is the outcome mean for the remaining members of the analytic sample for group j. 

We assume that the analytic sample includes no cases where both the baseline and outcome data are 
missing, so ~j xy  is observed. But jxy  is not observed because some cases with observed baseline data 

have missing outcome data. To address this, we write jxy  as a function of observed measures: 

[E.6.1]  ( )~
j jx jx y

j j x jxy j jx jxy
j j x

n n n s
y y y f x x

n n s
ρ

   −  
 = + + −            

, 

where jxyy  is the outcome mean for the observations in the complete case analytic sample for group j 

observed at both baseline and for the collection of outcomes, jxyx  is the baseline mean for the same 

sample, and jxx  is the baseline mean for the sample with observed baseline data but possibly missing 
outcome data. This equation can be rewritten as: 

[E.6.2]  ( )~
j jx jx y

j jxy j x jxy j jx jxy
j j x

n n n s
y y y y f x x

n n s
ρ

   −
   = + − + −         

   
. 

The effect size obtained using an imputation method based on the MAR assumption ( )( )jf ρ ρ=  can be 

written as the difference in the estimated full-sample intervention and comparison group outcome 
means,86

86 In this equation, we ignore an adjustment for the baseline measure. Because the baseline data are imputed, 
deviations from the MAR assumption can lead to bias in this adjustment. This source of potential bias in the 
outcome effect size is accounted for separately through the baseline equivalence requirement when data are missing. 

 given by: 

[E.7] 
~

~

1 i ix ix
MAR ixy i x ixy ix ixy

y i i

c cx cx
cxy c x cxy cx cxy

c c

n n ng y y y c x x
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     −    = + − + − −              
    −    + − + −              
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The more general equation that allows deviations from the MAR assumption is given by: 

[E.8] 

( )

( )

~

~

1 yi ix ix
NMAR ixy i x ixy i ix ixy

y i i x

yc cx cx
cxy c x cxy c cx cxy

c c x

sn n ng y y y f x x
s n n s

sn n ny y y f x x
n n s

ρ

ρ

     −    = + − + − −              
    −    + − + −              

. 

Comparing MARg  and NMARg  gives the bias due to deviations from the MAR assumption: 

[E.9] ( )( ) ( )( )1 ix cx
y i ix ixy c cx cxy

x i c

n nBias f x x f x x
s n n

ρ ρ ρ ρ
        = − − − − −            
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The absolute value of this bias is no greater than the maximum of * *1 3B B− : 
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[E.10.2]  ( ) ( )
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* 1 13 ix cx

i c
ix ixy cx cxy

x

n nB x x x x
s n n

ρω
ρ

    −
= − − −    

    
. 

In addition to the correlation between the baseline and the outcome measures ( ρ ) used in calculating 
1 3B B−  discussed above, the bounds in equations E.10.0–E.10.2 include the following data elements: 

(1) the means of the baseline measure for the subjects in the analytic sample with observed baseline data, 
separately for the intervention and comparison groups ( ixx , and cxx ); (2) the means of the baseline 
measure for the subjects in the analytic sample with observed baseline and outcome data, separately for 
the intervention and comparison groups ( ixyx , and cxyx ); (3) the standard deviations of the baseline 
measure for either the sample of subjects in the analytic sample with observed outcome data or the sample 
with observed baseline and outcome data, separately for the intervention and comparison groups, which 
are used to calculate xs 87

87 For simplicity, this is referred to using the consistent notation despite the difference in the data used to calculate it. 

; and (4) the number of subjects with observed baseline data in the analytic 

sample by condition ( cxn ). 

The formulas for * *1 3B B−  reduce to 1 3B B−  when there are no missing baseline data. 
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D. Bounding the baseline difference when the outcome is observed for all subjects in 
the analytic sample 

It is not possible to assess baseline equivalence using observed data for the analytic sample in non-
experimental group designs (NEDs) and high-attrition randomized controlled trials (RCTs) that use 
acceptable approaches to impute baseline data or are missing some baseline data for the analytic sample. 
However, as the WWC does, HomVEE will consider the potential bias from baseline differences to be 
limited if, under different assumptions about whether the data are missing at random (MAR), the 
standardized baseline difference does not exceed 0.25 standard deviation when the analysis includes an 
acceptable adjustment for the baseline measure, or 0.05 standard deviation otherwise. This requirement 
applies only to baseline measures that are required for satisfying the baseline equivalence requirement. 

HomVEE uses the same proxy pattern-mixture modeling approach used to address imputed outcome data 
to estimate the largest possible baseline difference under a set of reasonable assumptions about how the 
missing data are related to measured and unmeasured factors (Andridge & Little, 2011). 

Using the same notation introduced earlier in this appendix, the baseline mean for a sample with missing 
or imputed baseline data can be modelled using: 

[E.11]  ( ) x
j jR j j jR

y

sx x g y y
s

ρ  = + −  , 

where jx  and jRx  are the full-sample and complete case baseline means, jy  and jRy  are the full-sample 

and complete case outcome means, ρ  is the correlation between the outcome and the baseline measure, 
and 

[E.12]  ( ) ( )
11 j

j
j j

g
f

λ ρ
ρ

ρ λ ρ
+

= = . 

The full-sample baseline effect size obtained using an imputation method based on the MAR assumption (
( ) ( )c ig gρ ρ ρ= =  when jλ  approaches ∞ ) can be written as the baseline effect size for the observed 

sample xRg  with an adjustment for the difference between the full-sample and complete case outcome 
means in the intervention and comparison groups, given by: 

[E.13]  [ ] [ ]( )xMAR xR i iR c cR
y

g g y y y y
s
ρ

= + − − − , 

where ( )1
xR iR cR

x

g x x
s

= − . The more general equation for the baseline effect size that allows for 

deviations from the MAR is: 
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[E.14]  ( )[ ] ( )[ ]( )1
xNMAR xR i i iR c c cR

y

g g g y y g y y
s

ρ ρ= + − − − . 

Because ( )jg ρ  is bounded between ρ  and 1 ρ  , the largest baseline effect size (in absolute value) 

accounting for deviations from the MAR assumption is given by the maximum of the values given by the 
following four equations: 

[E.15.0]  [ ] [ ]( )1 xR i iR c cR
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C g y y y y
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[E.15.3]  [ ] [ ]1 1
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y

C4 g y y y y
s

ω ρ
ρ

 
= + − − − 

 
. 

The first of these, C1, is xMARg , the estimate of the baseline effect size when MAR holds. 

The bounds in equations E.15.0–E.15.3 will be calculated using data reported in manuscripts or obtained 
from authors. The equations include the following data elements: (a) the means and standard deviations of 
the outcome measure for the analytic sample, separately for the intervention and comparison groups ( iy , 

cy , and the standard deviations are used to calculate the pooled within-group standard deviation ys ); (b) 
the means of the outcome measure for the subjects in the analytic sample with observed baseline data, 
separately for the intervention and comparison groups ( iRy , cRy ); (c) the correlation between the baseline 

and the outcome measures ( )ρ ; and (d) an estimate of the baseline difference based on study data ( )xRg
. 

Applying the bounds in equations C1 – C4 does not require knowing the baseline effect size using 
imputed baseline data. Rather, these bounds use the complete case baseline effect size. When the authors 
impute the baseline data using an acceptable approach and the manuscript reports the baseline effect size 
based on imputed data, xIg , a different set of bounds should be used. 

Comparing xMARg  and xNMARg , the bias in the imputed baseline effect size due to deviations from MAR 
is given by: 
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[E.16] ( )( )[ ] ( )( )[ ]{ }1
x i i iR c c cR

y

Bias g y y g y y
s

ρ ρ ρ ρ= − − − − − . 

Adding this bias to xIg  gives an alternative set of bounds for the baseline effect size: 
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For simplicity, the bounds C1 – C4 and D1 – D4 were derived based on an imputation model based only 
on the relationship between the outcome and the baseline measure. If the imputation model included 
baseline measures in addition to the outcome, then it is acceptable but not required to replace the outcome 
means with the average predicted value of the baseline measure. In this case the formula should scale by 

xs  instead of ys . 

When baseline equivalence is required on multiple baseline measures, the bounds should be calculated 
separately for each baseline measure, and none may exceed the tolerable thresholds of 0.25 standard 
deviation when the analysis includes an acceptable adjustment, or 0.05 standard deviation otherwise. 

C. Bounding the baseline difference when the outcome measure is imputed for some 
subjects in the analytic sample 

When an analytic sample includes both imputed outcome data and missing or imputed baseline data, it is 
not possible to calculate the bounds C1 – C4 or D1 – D4. This is because the means of the outcome 
measure are unknown for the analytic sample and are possibly unknown for the restricted sample of 
subjects with observed baseline data. 

Similar to the equation for jy  (equations E.6.0 through E.6.2), the full sample baseline mean for group j 
can be written as: 

[E.18]  ( )~
j jy jy x

j jxy j y jxy j jy jxy
j j y

n n n sx x x x g y y
n n s

ρ
    −

   = + − + −           
    

, 
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where jxyx  is the baseline mean for the observations in the complete case analytic sample for group j and 

is observed at both baseline and for the collection of outcomes, jxyy  is the outcome mean for the same 

sample, and jyy  is the outcome mean for the sample with observed outcome data but possibly missing 
baseline data. 

The baseline effect size obtained using an imputation method based on the MAR assumption 
( )( )jg ρ ρ=  can be written as the difference in the estimated full-sample intervention and comparison 

group baseline means, given by: 

[E.19]  
( ) ~

~

1 i iy iy x
xMAR i y ixy iy ixyxR xy

x i i y

c cy cy x
c y cxy cy cxy

c c y

n n n sg g x x y y
s n n s

n n n sx x y y
n n s

ρ

ρ

  −       = + − + − −              
 −       − + −              

. 

where ( )( )
1

xR xy ixy cxy
x

g x x
s

= − . 

The more general formula that allows for deviations from MAR is the following: 

[E.20]  
( ) ( )

( )

~

~

1 i iy iy x
xNMAR i y ixy j iy ixyxR xy

x i i y

c cy cy x
c y cxy j cy cxy

c c y

n n n sg g x x g y y
s n n s

n n n sx x g y y
n n s

ρ

ρ

  −       = + − + − −              
 −       − + −              

. 

The largest baseline effect size (in absolute value) accounting for deviations from the MAR assumption is 
given by the maximum of the values from equations E.21.0–E.21.3: 

[E.21.0]  
( )

*
~

~

1 i iy iy
i y ixy iy ixyxR xy

i x i y

c cy cy
c y cxy cy cxy

c x c y

n n n
C g x x y y

n s n s

n n n
x x y y

n s n s

ω ρ

ρ

   −      = + − + − −             

  −     − + −             
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[E.21.1]  
( )

*
~

~

1

1

i iy iy
i y ixy iy ixyxR xy

i x i y

c cy cy
c y cxy cy cxy

c x c y

n n n
C2 g x x y y

n s n s

n n n
x x y y

n s n s

ω
ρ

ρ

   −      = + − + − −             

  −     − + −             

 

[E.21.2]  
( )

*
~

~
1

i iy iy
i y ixy iy ixyxR xy

i x i y

c cy cy
c y cxy cy cxy

c x c y

n n n
C3 g x x y y

n s n s

n n n
x x y y

n s n s

ω ρ

ρ

   −      = + − + − −             

  −     − + −             

 

[E.21.3]  
( )

*
~

~

1i iy iy
i y ixy iy ixyxR xy

i x i y

c cy cy
c y cxy cy cxy

c x c y

n n n
C4 g x x y y

n s n s

n n n
x x y y

n s n s

ω
ρ

ρ

   −      = + − + − −             

  −     − + −             

. 

In addition to the correlation between the baseline and the outcome measures ( )ρ  and an estimate of the 

baseline difference based on study data ( )xRg  used in calculating C1–C4, the bounds in equations F21.0–
E.21.3 include the following data elements described in section II.C: (1) the means of the outcome 
measure for the subjects in the analytic sample with observed outcome data, separately for the 
intervention and comparison groups ( iyy , and cyy ); (2) the means of the outcome measure for the 
subjects in the analytic sample with observed baseline and outcome data, separately for the intervention 
and comparison groups ( ixyy , and cxyy ); (3) the standard deviations of the outcome measure for either the 
sample of subjects in the analytic sample with observed outcome data or the sample with observed 
baseline and outcome data, which are used to calculate xs 88

88 For simplicity, this is referred to using the consistent notation despite the difference in the data used to calculate it. 

; and (4) the number of subjects with observed 

outcome data in the analytic sample by condition ( in , and cn ). 

Applying the bounds C1* – C4* does not require knowing the baseline effect size using imputed baseline 
data. Rather, these bounds use the complete case baseline effect size. When the authors impute the 
baseline data using an acceptable approach and the manuscript reports the baseline effect size based on 
imputed data, xIg , a different set of bounds should be used. 

Comparing xMARg and xNMARg , the bias in the imputed baseline effect size due to deviations from MAR is 
given by: 
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[E.22]  ( )( ) ( )( )1 iy cy
x i iy ixy c cy cxy

y i c

n n
Bias g y y g y y

s n n
ρ ρ ρ ρ

        = − − − − −            
. 

Adding this bias to xIg  gives an alternative set of bounds for the baseline effect size D1*– D4*: 

[E.23.0] *1 xID gω=  

[E.23.1] 
2

* 1 1iy
xI iy ixy

y i

n
D2 g y y

s n
ρω

ρ
  −  = + −   
 

 

[E.23.2] 
2

* 1 1cy
xI cy cxy

y c

n
D3 g y y

s n
ρω

ρ
  −  = − −   
 

 

[E.23.3] ( ) ( )
2

* 1 1 iy
xI iy ixy cy cxy

y i

n
D4 g y y y y

s n
ρω

ρ
  −

= + − − −  
  

. 

The formulas for C1* – C4* and D1*– D4* reduce to C1 – C4 and D1– D4 when there are no missing 
outcome data. 
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